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ABSTRACT

In this paper, we review common information-theoretic
security models for watermarking schemes and argue
that they have some deficits. In particular, they do not
consider the limited computing power of any practical
attacker. To resolve this issue, we propose to adapt
computational security definitions, as commonly used
in cryptography, to the watermarking scenario. In this
paper, we give two different computational security no-
tions for digital watermarks—one for attacks that aim
at estimating the watermarking key and one for oracle
attacks.

1. INTRODUCTION
During the last few years, watermarking has become an
accepted technology in various application areas—from
Digital Rights Management systems over digital iden-
tification technologies to content labelling. Despite the
evidential practical success of watermarking, few the-
oretical papers exist that lay the foundation for water-
marking technology. In particular, there is still no con-
sensus in the scientific community what can be consid-
ered a secure watermarking system. Up to now there
is no clear distinction between robustness and security;
both words were commonly used interchangeably. Re-
cent works started to make the boundary line between
these terms clear; for example, Kalker [3] defined se-
curity as the “inability by unauthorized users to have
access to the raw watermarking channel”, where access
refers to “remove, detect, estimate, write and modify
the raw watermark bits”. In such a definition, security
clearly is a more general term than robustness (and par-
ticularly captures malicious attacks).

Starting with [4], information-theoretic models for the
security of a watermarking scheme became popular. In
an information-theoretic approach, the covers, water-
marks, keys and watermarked objects are seen as ran-
dom variables (see Figure 1). Security and Robustness
are quantified by the mutual information between these
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Figure 1: Watermark embedding model: the embedder
takes the raw watermark message M, a key K and pos-
sibly the cover X and produces a watermark W which is
eventually embedded into X to obtain the watermarked
object Y.

variables; in the particular approach of [4], security is
measured by I(M, Y), i.e., the by information that can
be obtained on M when observing Y. If I(M, Y) = 0,
we speak of a watermarking scheme that achieves per-
fect secrecy. Robustness may be modeled by the mu-
tual information I(M, Z |K), where Z denotes a ran-
dom variable representing attacked objects. Other ap-
proaches (such as [1] and [5]) used other measures of
information, namely the Fisher Information Matrix or a
translation of Shannon’s perfect secrecy [6] to continu-
ous variables.

Although it was possible to quantify the security of
several practically relevant watermarking schemes us-
ing information-theoretical models under approxima-
tions of the channel distribution, they have some appar-
ent drawbacks:

• First, these definitions do not consider the at-
tacker’s computing power, but rather give an up-
per bound for the amount of information any suc-
cessful attacker may get from observing (possibly



many instances of) watermarked objects. How-
ever, even if this amount of information is large
there is still the possibility that computing it will
be exceptionally hard and thus prohibitive for any
practical attacker. In some sense, information-
theoretic models capture the “worst case” for the
watermark designer.

• Perfectly secure watermarking schemes (in the
information-theoretic sense) may be difficult to
construct. In cryptography, we know that perfect
secrecy (in the sense defined by Shannon) is al-
most impossible to achieve, as this would require a
secret key that is at least as long as the secret mes-
sage that needs to be transmitted. The reason for
this result is that the attacker may consume an ar-
bitrary amount of time in Shannon’s model. In the
meantime, cryptography switched to a more lib-
eral security model which takes into account the
limited computational resources any practical at-
tacker can use. They define security in terms of
success probabilities for a (randomized) polyno-
mial attacker.

• Another serious issue arises with information-
theoretic security models. Say, we are able to
prove that for a given watermarking scheme we
have I(M, Y) < ε for some function ε. How
can we evaluate whether this specific watermark-
ing scheme is “secure enough” for a particular ap-
plication; in other words, which security bounds
do we have to achieve so that we can argue that
the watermarking scheme is practically secure?

• In addition, it may be difficult to judge the security
of a compound scheme that uses both watermarks
and cryptographic primitives. As the security of
the latter is normally defined only in a computa-
tional framework, it is not evident how the compu-
tational security guarantees of the cryptographic
primitives integrate into an information-theoretic
framework.

In this paper, we review possible alternative security
definitions that do not rely on information-theoretic
models, but rather follow a computational approach that
is commonly adapted in cryptology.

2. COMPUTATIONAL SECURITY MODELS
In cryptography, it is common to evaluate the security
of cryptographic primitives in a computational model.
An attacker A is modeled by a probabilistic polynomial-
time Turing machine that tries to break the primitive
in question. In particular, the machine can make ran-
dom decisions during its operation; these random deci-
sions can be viewed as being triggered by random coin

flips. The sequence of coin flips during one possible se-
quence of operations will be encoded as random string
r ∈ {0, 1}∗; the set of all possible coin flips will be de-
noted by R ⊂ {0, 1}∗. Note that R is necessarily finite,
as we only consider machines whose computations halt
after at most a polynomial number of steps (polynomial
in the length of the input).

The success of one such attacker A can be measured
by the success probability s of the machine, that is the
probability that the machine A correctly breaks a ran-
dom instance of the cryptographic primitive in question
by a (random) computation sequence. The probability
is taken over all problem instances and possible random
computations (all possible coin flip sequences); s can be
written as

s =
∑

r∈R

P[A succeeds | r]P[r].

Note that s will normally not be zero, as the attacker A
may be able to “guess” the correct secrets of the cryp-
tographic primitives (such as symmetric keys). How-
ever, this is a rare event (for naive guessing of the key
secrets, the probability of a successful run on the ma-
chine A would decrease exponentially if the key length
is increased). In fact, the probability s can be used as
a measure for the security of a cryptographic primitive:
if for all possible attacker machines A, s converges ex-
ponentially to zero by increasing the key length, there
are no other attack possibilities than a naive guess. If,
however, s converges slower, then efficient attacks are
possible.

In the computational setting, a cryptographic scheme is
said to be secure, if all such attackers A only have a suc-
cess probability s that rapidly converges to zero as the
length of the secret keys increases. Formally, we require
that s is negligible in the sense that s can be bounded
from above by the quotient of every polynomial p():

s ≤
1

p(|K|)
,

where |K| denotes the length of the secret keys in-
volved. In other words, each possible attacker A should
only be able to break the primitive under very unfor-
tunate conditions. Note that this notion is stable under
polynomial repetition of the attacker machine; if an at-
tack A with negligible probability is performed poly-
nomially often, the success probability of the iterated
attacker is still negligible. In the security setting, this
means that the attacker cannot considerably enhance his
chances by repeating the attack independently and poly-
nomially often.



In the following sections we sketch ways how to apply
computational security models to digital watermarking
schemes.

3. WATERMARK SECURITY
In this section, we propose a computational model for an
attacker that wants to obtain information about the wa-
termarking key that was used to watermark an object.
In an information-theoretical setting, we would quan-
tify this information by the expression I(K,Y). Here,
we model the goal of “obtaining information about the
key” by the ability to distinguish whether a given water-
marked object was more likely watermarked with one
out of two keys.

Formally, we define watermarking security through the
following two-part game between an attacker and a
(trusted) judge. The first part of the game consists of
information gathering operations, whereas the second
part has the form of a challenge:

1. A judge generates two watermarking keys
K1, K2 ∈ K of length n and gives the attacker
access to two oracles OK1

and OK2
, which imple-

ment the watermark embedder with keys K1 and
K2 respectively. These oracles can be used by the
attacker to watermark objects of his own choice.
(Note that we cannot make the keys K1 and K2

directly available to the attacker, as we assume a
symmetric watermarking scheme).

2. In the first part, the attacker (adaptively) produces
test documents X1, X2, . . . ∈ X and obtains wa-
termarked versions Y1, Y2, . . . ∈ Y by using the
oracles OK1

and OK2
. The attacker is free to per-

form probabilistic polynomial time computations
with the objects Y1, Y2, . . . obtained.

3. When the attacker has finished the information
gathering process, the judge flips a coin b ∈ {0, 1}
and produces a watermarked object Yc with key
Kb. The judge hands over Yc to the attacker.

4. During the second part, the attacker (who has no
oracle access any more) has to determine whether
Yc was produced with key K0 or key K1, i.e., the
attacker has to guess the bit b chosen randomly by
the judge. Again, the attacker is allowed to per-
form probabilistic polynomial operations.

The advantage for the attacker to win the game can be
used to assess the security of the watermarking scheme.
We define the advantage for the attacker as the proba-
bility of a correct guess in step 4 minus 1/2. This ad-
vantage measures the systematic chance of an attacker

to distinguish whether a watermarked object Yc was wa-
termarked with key K1 or K2 (note that an attacker can
always make a completely random choice and succeed
in winning the game with probability 1/2). A water-
marking scheme that perfectly hides every information
about the key would have an attacker advantage close to
zero; ideally, the advantage should be negligible in the
length of the watermarking key.

Note that the attacker cannot choose the document Yc

sent to him during the challenge. We get a slightly
stronger notion of security, if we allow chosen plain-
text attacks. In this setup, the attacker can choose the
test document; for this definition, we replace the step 3
above with the following version:

3′. When the attacker has finished the information
gathering process, the attacker computes a test
document X (different from all previous oracle
queries X1, X2, . . .) and hands X over to the
judge. The judge flips a coin b ∈ {0, 1} and wa-
termarks the object X with key Kb to obtain the
watermarked object Yc. The judge hands over Yc

to the attacker.

Note that in this setup it is necessary that the attacker
does not have oracle access during the challenge. Oth-
erwise, an attacker could trivially win the challenge for
any deterministic watermarking scheme by feeding the
document X into both oracles OK1

and OK2
and com-

paring their answers with the test document Yc.

Both security definitions closely resemble the accepted
security notions for symmetric cryptography [2].

4. ORACLE ATTACKS
Note that in the above security definition, the attacker
has access to an oracle that implements the watermark
embedding algorithms. In contrast, attacks that utilize
the presence of a watermark detector are called oracle
attacks. During the attack, the attacker is able to query
the detection oracle on intentionally modified test doc-
uments in order to obtain knowledge about the secret
key in use. We model such knowledge by a polynomi-
ally computable predicate P : {0, 1}∗ → {0, 1} that
maps a watermarking key to a bit. That is, we model
“knowledge” by the ability to tell whether a watermark-
ing key has a special (binary) property or not; for ex-
ample, properties such as “the least significant bit of the
key equals 1” or “the value of the key, interpreted as a
binary number, exceeds the value of 220” can easily be
modeled by appropriate predicates.

This time, the security definition is given in terms of
two games. In the “real world game” the attacker has



to compute the property P (K) of a watermarking key.
For this purpose, he has access to a watermark detection
oracle containing key K; he can use the oracle to detect
whether a watermark is present in a test document under
the key K. In the “ideal world”, the attacker does not get
any information on the key other than the key is chosen
randomly from the key space. Again, the goal of the
attacker is to compute P (K).

Real World Game:

1. A judge generates a watermarking key K of length
n and a watermark W . Finally, the judge gives
the attacker access to a watermark detection ora-
cle OK ; this oracle returns 1 if and only if W is
detectable in an input object.

2. The attacker repeatedly generates test documents
Y1, Y2, . . .; he can use the oracle to test the pres-
ence of K in these objects. At the end of his
(polynomially bounded) computation, the attacker
outputs a bit b. The attacker wins the game, if
b = P (K), i.e., if the attacker correctly guesses
the property P (K) of the watermarking key in
use.

In contrast, in the ideal world game, the attacker guesses
the value of P (K) directly without access to K (this
is necessary to account for properties that do not occur
exactly with a probability of 1/2 for a randomly chosen
watermark key).

Ideal World Game:

1. A judge generates a watermarking key K of length
n, but keeps the key secret and asks the attacker to
guess P (K).

2. The attacker does probabilistic polynomial com-
putations and outputs a bit b. The attacker wins if
b = P (K).

We say that the watermarking scheme is computation-
ally secure against oracle attacks, if the success proba-
bility for an attacker in the real world game is almost
equal to the success probability in the real world game
for every polynomially computable predicate P . Un-
der this condition, the watermark detection oracle gives
the attacker no additional information on the key other
than that he can readily compute out of inspection of the
keyspace alone.

5. CONCLUSIONS
In this paper, we have argued that information-theoretic
security definitions for watermarking schemes have

some deficits: among others, they do not consider
the computing power of an attacker. These problems
could be avoided if one adapts computationally secu-
rity notions from cryptography. In this setup, we have
provided computational security definitions for attacks
against the secrecy of the watermarking keys and for or-
acle attacks.

Although it can be quite difficult to measure the security
of an existing watermarking scheme with respect to the
models proposed in this paper, the models can be useful
in the design of new watermarking schemes. First, new
designs for watermarks should be evaluated with respect
to the attack models described in this paper. Even if
this process gives no formal security guarantee, it can
be used to exclude important classes of attacks. Second,
the models can yield to provably secure watermarking
schemes. We leave this for future research.
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