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Abstract

In this contribution we describe a visual marker-less real-
time tracking system for Augmented Reality applications.
The system uses a fisheye lens mounted on a firewire cam-
era with 10 fps for visual tracking of 3D scene points with-
out any prior scene knowledge. All visual-geometric data is
acquired online during the tracking using a structure-from-
motion approach. 2D Image features in the hemispherical
fisheye image are tracked using a 2D feature point tracker.
Tracking may be facilitated by orientation compensation
with an inertial sensor. Based on the image tracks, 3D cam-
era egomotion and 3D features are estimated online from the
image sequence. The tracking is robust even in the presence
of moving objects as the large field of view of the camera
stabilizes the tracking.

1 INTRODUCTION

Augmented Reality (AR) systems aim at the superpo-
sition of additional scene data into the video stream of a
real camera. One can distinguish between offline augmen-
tation for special effects in video post production [3], and
online augmentation, where a user typically carries a head
mounted display. Additional information is either super-
imposed directly onto the video stream using video see-
through devices or it is projected optically into the visual
path of the users gaze direction [1, 2].

The technical and algorithmic demands for online AR are
very challenging. The AR equipment must be carried by
the user possibly for a long time, hence it should be light-
weight and ergonomic and not hinder free movements. At
the same time, computation of camera pose must be very
fast and reliable, even in uncooperative environments with
difficult lighting situation. This will require high computa-
tional demands on the system.

Recently, quite some research activities on online AR
were undertaken. The work was inspired by the online

tracking algorithms from robotics and computer vision. In
robotics, the realtime SLAM approach (Simultaneous Lo-
calization And Mapping) has been used with non-visual
sensors like odometry and ultrasound/laser sensors. These
ideas were recently extended to visual tracking [4]. In com-
puter vision, offline AR and visual reconstruction has been
in the focus for some years. The dominant approach in this
field is termed SfM (Structure from Motion), where simulta-
neous camera pose estimation, even from uncalibrated cam-
eras, and 3D structure reconstruction is possible [8]. Both
approaches have much in common and can be merged to-
wards a versatile realtime AR system [6].

2 ONLINE AR SYSTEM DESIGN

In the following we will describe the components of an
online AR system that allows robust 3D camera tracking in
complex and uncooperative scenes where parts of the scene
may move independently. It is based on the SfM approach
from computer vision. The robustness is achieved in two
ways:

1. A 190 Degree hemispherical fisheye lens is used that
captures a very large field of view of the scene. If
used in indoor environments, the hemispherical view
will always see lots of static visual structures, even
if the scene in front of the user may change dramat-
ically. The system is therefore mainly designed for
(but not restricted to) indoor use, because in outdoor
scenes the sun light falling directly onto the CCD sen-
sor will cause problems. These problems can be facil-
itated when CMOS sensors with logarithmic response
and high dynamic range are used.

2. The 3D tracking is based on robust camera pose esti-
mation using structure from motion algorithms [8] that
are optimized for realtime performance. These algo-
rithms can handle measurement outliers from the 2D
tracking using robust statistics.



2.1 System

The goal of the AR system is a light-weight wearable so-
lution that allows realtime augmentation via a HMD with-
out obstructing the user motion. The computational load of
such a system for simultaneous realtime tracking and aug-
mentation is too high to be performed on currently available
wearable computers. We have therefore designed the sys-
tem with a lightweight wearable unit for the head-mounted
display and the image acquisition, that is connected to a
back-end PC via a wireless LAN access. In this contribu-
tion we are only concerned with the recording and tracking
unit and do not handle augmentation.

The video camera system must be extremely small. We
have chosen a 640x480 firewire camera with 12 mm mi-
crolens adapter and a microlens fisheye. The image quality
of the fisheye lens degrades towards the boundary of the
hemisphere, therefore the opening angle is reduced to 160
degree and a quadratic subimage with 400x400 pixel is pro-
cessed, resulting in an angular resolution of 3 pixel/degree.
The backend system is currently able to process 10 fps,
thus a raw data rate of 1.6 MB/s is transferred through the
WLAN channel.

In addition, the camera rotation is measured using a 3
DoF inertial sensor at 100 Hz rate. The rotation data is used
to compensate fast head rotations and to predict image fea-
ture positions.

The backend system runs two separate threads (possibly
on a 2-processor unit) that separate the 2D feature tracking
from the 3D SfM pose and structure computation. The es-
timated 3D pose is handed back to the wearable unit and
visual augmentation is superimposed onto the user view.

Figure 1 gives an overview on the system components.

2.2 Robust tracking from fisheye images

The 3D tracking system is divided into tracking initializa-
tion, 2D feature tracking and robust 3D pose estimation.
The tracking is facilitated by the 3DoF inertial rotation sen-
sor.

Initialization and 2D feature tracking: In an initial step,
a set of salient 2D intensity corners are detected in the
first image of the sequence. These 2D features are then
tracked throughout the image sequence by local feature
matching with the KLT operator [9]. If feature tracks are
lost, new tracks are constantly reinitialized. The new tracks
are merged with previous tracks in the 3D stage to avoid
drift.

As we are handling spherical images from the fisheye
lens, care must be taken to compensate the spherical dis-
tortions using local planar rectification. To further facilitate
2D matching, the 3D camera rotation velocity is measured
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Figure 1: Overview of AR system.

by the inertial rotation sensor and the rotation is compen-
sated in the images. Currently we compensate the rotation
only, but a parallax compensation by backprojection of 3D
features is planned.

3D feature tracking and pose estimation: From the
given 2D feature tracks, a SfTM approach [7] can be applied
to estimate the metric camera pose and 3D feature positions
simultaneously. Given a set of reliable 2D features, the Es-
sential matrix between the views can be computed and the
relative pose of the cameras can be extracted. Simultane-
ously, 3D feature points can be triangulated from the given
2D correspondences and the relative pose. The camera pose
and the 3D feature positions are determined with a rotation
relative to an initial camera position and up to an unknown
overall scale. This scale must be inserted into the system
from external data. The SfM is based on the assumption of
a rigid scene where the estimated 3D features do not move
between views. Therefore, care must be taken to handle
moving objects and measurement outliers robustly.
Robustness of the estimation is introduced by robust sta-
tistical evaluation of feature matching and Essential ma-
trix computation using RANdom SAmpling Consensus [7].
Thus, moving objects are treated as measurement outliers



that are discarded by the RANSAC. The tracking from fish-
eye cameras leads to an especially robust tracking for two
reasons:

1. The wide field of view covers a very wide scene area
and moving objects tend to be only in a small part of
the scene. Therefore, most of the visible scene is static.
Second, a camera mounted on a human head is subject
to large and jerky rotations. This rotations are partially
compensated by the rotation sensor, but still the head
may rotate the camera quickly out of view. This will
not happen easily with a fisheye camera with hemi-
spherical view.

2. It can be shown that a wide field of view stabilizes
the pose estimation [5]. For perspective cameras with
small field of view, the motion towards the optical axis
is always ill defined because the camera moves towards
the focus of contraction (FOC). Only the motion per-
pendicular to the FOC can be estimated reliably. In a
spherical image, there will always be an image position
that is perpendicular to the FOC, hence the estimation
of the camera motion is always reliable.

A drawback of the spherical image is the low angular
resolution of the image, hence the estimate for a fish-
eye lens camera will be less accurate than estimates
from a sideways moving perspective camera with high
angular resolution.

3 EXPERIMENTS

We have performed extensive experiments with the sys-
tem. In the following section we will give some results on
timing and on visual camera tracking.

Figure 2 shows camera tracking results of a sequence of
900 views. The camera was moved extensively through
space and even rotated up to 180 degrees away from the ini-
tial pose. Still, tracking was possible since the wide field of
view allowed that 3D features were visible for a long time.

To evaluate the timing, either 50 or 100 features were
tracked on a 400x400 pixel image using a 3.0 GHz P4 with
single and double processor PC. 2D and 3D tracking can
be separated into 2 tasks that run either concurrently on
the 1-CPU or parallel on the 2-CPU PC. The timing table
in table 1 shows that 10 fps are indeed possible in this
configuration for the 2-Processor PC.

No. feat. | 2D | 3D | 1-CPU | 2-CPU
50 30‘ 68‘ 98‘ 68

100 | 40 | 105 145 105

Table 1: Timing of tracking per frame in ms.

Figure 2: Visualization of 3D camera tracks (image 1 and
image 650) with the original fisheye image in the upper right
corner.

Figure 3 shows augmentation results, where the central
section of the camera was mapped to a planar view and syn-
thetic objects were placed on the real table. The objects
remained in their allocated place without much jitter.

4 CONCLUSIONS

The presented approach shows that a robust markerless
3D tracking from a fisheye camera system is possible in re-
altime. The system presented is in an early stage and fur-
ther fine-tuning is needed. The 3D processing is not yet
optimized to speed and we foresee still some potential in
this stage. Currently, there is no feedback from the 3D fea-
tures into the 2D stage. A proper prediction from the full
6 DoF state of the system will enhance the current 3 DoF
prediction. The covariances of the 3D features are currently
evaluated numerically which is a costly operation. An an-
alytical solution will further enhance speed. Furthermore,
there is currently no solution on the computation of the ab-



Figure 3: Visual augmentation of virtual objects in a real
scene superimposed on central part of images 200 and 500.

solute scale of the reconstruction. Augmentation will need
the transformation into the Euclidean world. Finally, we
need better reinitialization strategies for the 2D tracks by
recognizing objects and salient features from image data to
minimize drift.
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