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ABSTRACT

Complex scenes such as underground stations and malls are
composed of static occlusion structures such as walls, en-
trances, columns, turnstiles, etc. In any object tracking ap-
plication, these structures induce static occlusions which
can significantly degrade the performance of tracking and
the subsequent interpretation of the monitored scene. Han-
dling such occlusions relies on predicting when such occlu-
sions are likely to occur i.e. requires an understanding of
the 3D structure of the scene. A method for automatically
learning the depth structure of the scene is described which
utilises observations from the monitored scene itself.

1. INTRODUCTION

Within tracking, occlusion analysis refers to two largely dis-
tinct processes. First, the dynamic occlusion of one mov-
ing object by other moving objects which causes particular
difficulties in continuing to establish the temporal identity.
Second, static occlusion involves the interaction between
moving objects and static occluding structures with in the
scene such as walls, entrances, columns, turnstiles, barriers
etc or the image boundary itself. These structures induce
partial occlusion which can significantly impair the accu-
racy of the data association process, or full occlusion for
different lengths of time during which the object completely
disappears. Both static and dynamic occlusion processes are
handled elegantly by using depth to reason about occlusion.
As an object proceeds through the scene, inter-frame cor-
respondence - which typically involves a spatio-chromatic
comparison of observation pixels with an appearance model
- becomes problematic where there has been significant oc-
clusion of the observation. The depth map allows the visi-
bility of the object to be predicted and, by incorporating this
visibility into the comparison, improves the accuracy of cor-
respondence. Recently Senior[6] automatically estimates an
occlusion map defined as pixels modelled as part of the ref-
erence image but which were never occluded. Of course,
occluding surfaces can be also be occluded by moving ob-

jects. Using bounding boxes, Ellis and Xu manually iden-
tified long-term, short-term and border occlusions, and em-
ployed a Bayesian network to infer the status of unmatched
blobs as they interacted with these occlusion structures[2].
However, the most effective occlusion representation is in
fact a depth map. Using a similar philosophy to that pro-
posed in this paper, Schödl and Essa used detected mov-
ing objects to infer the relative depth structure[5]. Since
these blobs lacked any depth, an extremely time-consuming
search process based on minimum description length was
used to partition the image into relatively few depth planes.

2. LEARNING THE DEPTH LANDSCAPE

This section describes the establishment of the scene struc-
ture by generating the depth probability density functions
(PDFs) at each pixel from a training set of detected blobs.
The connected region of pixels associated with each obser-
vation of a person occludes some static scene element such
as a wall of unknown depth. Such an observation constrains
the occluded structure to lie at some distance beyond the ob-
servation. Thus, assuming that the training set of observed
people explore all navigable space, the union of their 3D tra-
jectories will demark the depth structure of the scene. After
regularisation, the depth map may be used to support rea-
soning about static occlusions.

2.1. Defining the relative depth of an observation

The ground plane relates the depth of a person to the pro-
jected image position of the feet of that person. Thus the
row position correlates inversely with depth from the cam-
era. Rather than relying on performing an unnecessary cal-
ibration, the row position measured from the bottom of the
image is used as a non-linear proxy for the actual depth.
Thus the relative depth D of any object in contact with the
ground plane at pixel row i is defined as

D(i) = N − i (1)

where N is the height of the image.



In most cases, imagery generated by cameras mounted high
on walls or ceilings contain objects whose head and shoul-
ders are not usually occluded by the scene furniture. For
occluded observations, depth estimates need to be recovered
from the unoccluded head. The row position it of the top of
a foreground blob is related to the unobserved location of
the feet îb by the height µ i.e.

îb = it + µ (2)

The projected pixel height of a person in an image plane
is a function of the vertical position of the person in the
image. For typical camera installations, this relationship is
practically linear i.e.

µ = γ(ib − ih) (3)

where ib is the position of the feet, γ is the expansion rate,
and ih is the horizon[4]. Thus assuming that a person’s head
is unoccluded in typical scenes, it is possible to estimate
the occluded location of the feet îb (and hence depth D)
from the head location by combining equations 3 and 2 to
generate

îb =
it − γih

1 − γ
(4)

The minimum value for D is defined as the unobservable
row position of the feet of an average-sized person whose
head is located just below the bottom edge of the image.
The most distant object would be located at the horizon ih.
Thus the range [Dmin, Dmax] of D is defined as

Dmin = N − γih(1 − γ)−1, Dmax = N − ih (5)

Since many objects are not of average height, it is prefer-
able to estimate the depth D of an object from the base of
its foreground blob when unoccluded. We validate the ac-
tual blob base ib by requiring that the difference in real and
predicted blob heights |̂ib − ib| is less than some proportion
τ of the predicted height. Thus the depth of any detected
foreground object is computed as follows

D =

{
N − ib; if |̂ib − ib| < τ (̂ib − it),

N − it−γih

1−γ
; else.

(6)

2.2. Constructing Depth Probability Density Functions

A priori, the depth D of any background pixel φ at row iφ
in the image plane is assumed to belong to a uniform den-
sity function between the limits [Dmin, D(iφ)] i.e. it cannot
lie at a distance greater than the ground floor element that
projects to that pixel. All pixels lying within the mask of
a moving person ω can be assigned a distance Dω given
by equation 6. Such observations of moving people elimi-
nate depths from the pixel’s PDF which are closer than the

(a) Underground Scene (b) Activity Map

Fig. 1. Underground Scene and Activity Map

observed object. For each image pixel φ we maintain an ob-
served depth histogram zφ(D) in the range [Dmin, D(iφ)]
which we increment at the depth associated with any blob
which contains the pixel. These histograms are computed
from the training set Ω of all moving objects.

zφ(D) =
∑

ω∈Ωφ

δ(D − Dω) (7)

where δ(·) is the unit impulse function, and Ωφ ⊂ Ω is the
set of blobs containing the pixel φ. Integrating each pixel’s
observation histogram over D generates the activity map Aφ

Aφ =
∑

D=Dmin,D(iφ)

zφ(D) (8)

Figure 1(b) illustrates the activity recovered from 15,000
frames of the Underground scene in Figure 1(a).

From the depth observation histograms, we generate a
probability density function Πφ(D) of the likely depth of
any static scene point projected to each pixel by accumulat-
ing over D and normalising as follows

Πφ(D) =
1

Aφ






D∑

d=Dmin

zφ(d) if D < D(iφ),

0 else.

(9)

Figure 2 presents PDFs for a number of locations in the
underground scene of Figure 1(a). Typically these PDFs
exhibit a plateau beyond the deepest observation. Thus the
subtraction of a small linear function is used when building
an initial depth field Z0

φ to bias the result towards the closest
viable depth i.e. Z0

φ = argmaxD {Πφ(D) − ∆.D}.

2.3. Regularization of Depth

The depth probability density functions for each pixel are
noisy as the paths taken by individuals do not necessar-
ily visit all the available ground plane. Fragmentation and
merging of detected regions also generates erroneous depth
estimates. As a result it is necessary to regularize the depth
fields and casting the problem as one of optimal assignment
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Fig. 2. Probability Density Functions

of depth labels using a Markov Random Field approach[1,
3]. Representing label continuity between neighbouring pix-
els as a Gibbs probability distribution facilitates the deriva-
tion of relatively simple iterative labelling within a Bayesian
probability framework.

The selection of depth labels is formulated within a MAP
framework in which pixel depth PDF information and label
smoothness constraints may be embedded. Let Λ be a par-
ticular depth labelling of all pixels φ ∈ I and Ω be the set
of depth observations. The maximum a posteriori probabil-
ity rule for selecting the correct image labelling Λ∗ may be
written in the following form

Λ∗ = argmaxΛp(Ω|Λ)Pr(Λ) (10)

The prior probability Pr(Λ) of a labelling is modelled by a
Gibbs distribution

Pr(Λ) =
1

Z
exp

(
−

1

T
ε(Λ)

)
(11)

where Z and T are the normalisation and temperature terms.
The energy term ε(Λ) is formulated to penalise label con-
figurations which contain regions of non-homogeneous la-
belling or irregular region boundaries i.e. measures the con-
sistency of pixel φ having depth λ and its neighbour φ′ hav-
ing depth λ′. In general, to encourage locally smooth in-
terpretations, large energy values should be generated for
depth discontinuities unless these pixels straddle an occlud-
ing boundary. Such occluding boundaries can be signalled
by discontinuities in the activity map of equation 8 - see
Figure 1(b). Thus, given the gradient magnitude E of the
activity field A, the energy term is defined as

ε(Λ) =
∑

φ∈I

∑

φ′∈Nφ

∆ε
(
λφ, λ′

φ′

)
(12)

∆ε
(
λφ, λ′

φ′

)
=

σE

σλ

·
|λ − λ′|

(σE + max(Eφ, Eφ′))
(13)

where Nφ are the neighbours of pixel φ, and σ2
E and σ2

λ are
the variances of the gradient magnitude E and depth map
respectively. Assuming that observations Ω are independent
and that the pixel depth PDFs Πφ(D) are known, equation
10 can be simplified by taking the logarithm

Λ∗ = argmaxΛ

∑

φ∈I




ln Πφ(λ) −
1

T

∑

φ′∈Nφ

∆ε
(
λφ, λ′

φ′

)





As it is prohibitively expensive to search over all possible
image label configurations, the functional is usually opti-
mised by the iterative application of the following pixel up-
date rule[3].

λ̂
(t)
φ = argmaxλ




ln Πφ(λ) −
1

T

∑

φ′∈Nφ

∆ε
(
λφ, λ̂

(t−1)
φ′

)





where λ̂
(t)
φ is the best new label for pixel φ and λ̂

(t−1)
φ′ is

best previous label for pixel φ′. This iterative procedure is
terminated when the labelling stabilises.

Figure 3 presents the regularized depth of the Under-
ground scene of Figure 1(a). The stepped depth of the ticket
barriers in the Underground has become spatially coherent.
In both sequences, the ground plane has become much more
evident. However both exhibit regions where there has been
insufficient observations (see the activity maps) to resolve
the depth structure. In particular, the depth of furthest re-
gions is determined by the deepest observations. In addi-
tion, the clock signal appears as a nearby scene element.

Fig. 3. Regularised Depth Map

3. EVALUATION

The utility of the depth structure in improving tracking ac-
curacy is best demonstrated by a specific example of a figure
traversing the scene and being occluded over 80 frames (or
three seconds) by the turnstiles - see Figure 4(a).



Fig. 4. (a) Detected occluded object (b) Template

New locations of the object are recovered using the tem-
plate correlation i.e. the sum of squared greylevel differ-
ences between template and image pixels[6]. (The template
of the tracked object of Figure 4(a) is shown in Figure 4(b)).
In this approach, correlation is initially applied to all pix-
els which belong to the template irrespective of whether
these pixels have been occluded or not. However, the depth
map can be used to identify those template pixels which are
likely to be occluded by comparing the predicted depth of
the object (from the template’s predicted image position)
with the depth value of the scene.

Figure 5 plots match probability results for correlation1

both with and without this occlusion analysis. The first plot
shows the correlation result without any identification of the
occluding pixels while in the second plot, the depth map has
been used to identify occluding pixels. Without any occlu-
sion analysis, the match probability drops dramatically as
the occluding surface significantly distorts the appearance
of the object. However, when using occlusion analysis, the
match probability remains high throughout the occlusion.

4. CONCLUSION

Static occlusions are a significant source of failure in ob-
ject tracking as they significantly alter the expected appear-
ance of the object. Depth masks can play an important role
in predicting how static occlusions affect the expected ap-
pearance of an object, and hence, aid the data association.
A method of generating the probability density functions
(PDFs) of the likely depth of the scene at each pixel is pre-
sented. This learning approach uses a training set of obser-
vations of detected moving people, each of which constrains
part of the occluded scene to lie at some distance beyond the
observation. Since the results tend to be noisy, a regulari-
sation process is required. Occlusion boundaries generate
discontinuities in the activity map which can be used to pre-
vent the smoothing of depth over possible depth boundaries.
Having extracted the depth scene, we have illustrated how

1The calculation of the probability assumes that correlation values be-
long to a Chi-squared distribution whose number of degrees of freedom is
given by the number of pixel comparisons used in the correlation.

Fig. 5. Correlation probabilities across occlusion

the depth map can aid the inter-frame correspondence prob-
lem which is so highly sensitive to occlusion.
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