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ABSTRACT

This paper proposes a real time frequency method to estimate 
global rotation or translation and the corresponding direction of 
a moving head. Our method is based on the analysis of the im-
age spectrum in the log polar domain. In this domain, spectrum 
analysis is easier (rotation motions are transformed into transla-
tions for example). But in order to make the log polar spectrum 
analysis easy, an efficient prefiltering stage inspired from the hu-
man biological model of the human retina is required. Indeed, 
after this pre filtering step, mobile contours are enhanced and 
static contours are removed, high frequency noise is eliminated 
and local and global variations of illumination are cancelled. The 
analysis of the log polar spectrum energy leads to the detection 
of motion type (rotation and translation) and to the estimation of 
the motion direction. The method is used for the interpretation of 
global head nods (up/down and right/left oscillations).

I. INTRODUCTION

As explained in [1], the fundamental question in image process-
ing is no more “how are things” but , rather “what is happening 
?”. A low level image analysis has to be related to a high level 
interpretation of the scene. The aim of our work is to automati-
cally compute the type of motion (translation or rotation) and 
direction of a moving head in order to interpret head nods.
 Work has been done about 2D motion estimation. 
The paper [2] proposes a comparison of performances between 
block-matching methods, differential methods and frequency 
methods. All these methods yield to a dense low level optic flow 
field which is very difficult to interpret without a post-processing 
of motion segmentation. Estimation of 2D motion based on para-
metric models [3] gives a more compact representation of motion 
but interpretation is not always easy and depends on the model 
used for the projection 3D/2D [9] [10]. Moreover, these method 
are sensitive to noise and illumination variations.
 The aim of our work is not to estimate a dense low 
level optic flow but to detect the rotation axis or translation direc-
tion of typical rigid head motions involved in non verbal spoken 
communication. The idea is to process as human beings who are 
not exactly estimating the motion of each point in a scene. How-
ever, they can make a high level interpretation of the motion.
 In section 2 the retina pre filtering is described. This 
yields to a filtered image with enhanced moving contours and 
removed static contours. The log-polar frequency spectrum of 
the pre filtered image is computed and analyzed in section 3. Fi-
nally, section 4 proposes a method to interpret global head nods 
(approbation or negation).
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II. PRE FILTERING

Figure 1 gives a general overview of the algorithm.  The first 
step consists in an efficient filtering stage.
Since the method is based on the analysis of the frequency re-
sponse of the head moving contours, it is necessary to enhance 
such contours. But illumination variations can temporarily hide 
moving contours or modify their amplitude and noise has to be 
attenuated because it can corrupt these moving contours.
 For this prefiltering step, the spatio temporal filter in-
troduced in [4] and modelling the human retina behavior has been 
chosen. It is able to enhance moving contours, to  remove static 
ones, and to cancel spatio temporal noise and illumination varia-
tions. An other advantage of this filter compared with a cascade 
of classic band pass filters is that process can be achieved in real 
time and more efficiently. The preprocessing step is composed of 
two stages, the first (II.1) enhances all contours and the second 
extracts only the moving ones (II.2).

II.1 Retina Outer Plexiform Layer pre filtering (OPL)

This filtering stage is the retina filter OPL (Outer Plexiform 
Layer) resulting from the modeling of the human retina behavior 
[4]. This is a non separable spatio temporal filter. The involved 
synaptic network is modeled by the circuit shown in figure 2 and 
its transfer function is  :
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 The i(k,t) correspond to the photo receptors inputs sig-
nals and the b(k,t) are the bipolar cells outputs. ri, Ri are resis-
tances and Ci are capacities that create the temporal effect.
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 Figure 3 shows the resulting spatio temporal frequency 
response. This filter has a band pass spatial effect in low tempo-
ral frequencies, a wide band pass temporal effect for low spatial 
frequencies, a low pass effect for high temporal frequencies and 
it has a low pass tendency for high spatial frequencies. 
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 Figure 4 illustrates the effect of the OPL filter on a head 
motion sequence in which the head tilts. The low spatial frequen-
cies are attenuated, high frequency spatio temporal noise is can-
celled and contours are enhanced.
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 OPL filtering requires only 10 operations per pixel. If 
we approximate the effects of the OPL filter by a cascade of clas-
sic filters, the association of a band pass spatial filter (for con-
tours extraction) and a low pass temporal filter (for spatio tempo-
ral noise cancellation) is necessary. Each filter would require at 
least 9 operations per pixel if standard 3*3 filters are used.
An other advantage of the OPL filter is that it is able to attenuate 

illumination variations which usually make motion estimation 
felt.

II.2 Retina Inner Plexiform Layer (IPL)

Human retina IPL filter is dedicated to the detection of moving 
stimulus. It is modeled by a temporal derivation operator [5]. 
This filter enhances moving contours and removes static ones. As 
a result, the spectrum of the filtered scene will only report power 
at the frequencies involved in the movement. Moreover, since the 
OPL stage attenuated the spatio temporal noise, its response after 
temporal derivation is minimized. Figure 5 illustrates the effect 
of the temporal derivative applied to the output of the OPL filter 
on the tilting head sequence. Moving contours perpendicular to 
the motion direction are accentuated while others are attenuated.
 The amplitude of the contours response at the output 
of the IPL depends on the contours orientation w.r.t. the motion 
direction (the optimal case is contours perpendicular to the mo-
tion direction) and it depends on the motion amplitude.
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III. FFT  AND LOG POLAR TRANSFORMATION

After the pre filtering step, the processed frame contains only 
enhanced moving contours. The FFT in log polar domain is 
computed [8]. The log polar transformation allows to transform 
Cartesian zoom in a global translation along the frequency axis 
and cartesian roll into a global translation along the angle axis as 
illustrated in figure 6. The log polar transformation allows a large 
Cartesian spectrum of size M*N to be transformed into a reduced 
one defined by J angles per K associated frequencies. The more 
angles and frequencies there are, the more precision we get, but 
that involves higher computing time. As a compromise, we cur-
rently use a 45 angles per 45 oriented frequencies for 150*150 
video frame size to get 4° angle resolution and fast computing 
time.
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 Gabor filters are currently used to compute the log po-
lar transformation but the problem is that the null frequency is 
transmitted and that in log scale, gabor filters response becomes 
asymmetric so that low frequencies are overweighted. Here, we 
propose to use GLOP filters (Log Polar Gabor Filters) introduced 
in [6] and defined by :
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Where the GLOP filter centered on frequency fk in the θi orienta-
tion and scale parameter σ appears as a separable variable filter. 
Figure 7 shows a sample of 4 GLOP filters. These GLOP filters 
are symmetric in log scale and have a null response at the null 
frequency.

α1, f2
α1, f1 α2, f2

α2, f1

figure 7 : 4 GloP filters sample, placed on frequencies f1 and f2 with 
     orientations  α1 and α2, the null frequency f0 is centered

f0=0

IV. GLOBAL HEAD MOTION INTERPRETATION

Head motion is made of a rigid motion (global head motion) and 
some non rigid motions (blinking, lip motion...). Here we are fo-
cusing on global head motion estimation. This rigid motion is 
supposed to be slower than the non rigid face motion. Non rigid 
head motions are removed by tuning the parameters of the retina 
filter, its band pass temporal filter eliminates fast localized mo-
tions.

IV.1 Log polar spectrum interpretation 

IV.1.1 Motion direction

The log polar spectrum reports the highest energy on the frequen-
cies linked to the contours perpendicular to the motion direction. 
For example, the right part of figure 10 presents the log polar 
transform spectrum of an upward translating ring. Most energy 
is concentrated around 90° (vertical orientation). This energy is 
related to the motion of the horizontal part of the contours.
 In order to estimate the motion direction, we sum the 
energy of the log polar spectrum for each orientation. This yields 
to a cumulated energy per orientation curve (see figure 8 a-b-c-
d). On that curve, the abscissa of the maximum amplitude corre-
sponds to the orientation of the most energized moving contours 
which are perpendicular to the motion direction. Figure 8 gives 
frames of a synthetic moving head and the corresponding cumu-
lated energy curves. Figures 8-a, b and c show that a single mo-
tion induces a single maximum on the cumulated oriented energy 
per orientation curve. This maximum corresponds to the orienta-
tion of the displacement. In the case of multiple rotations (figure 
8-d), the curve reports two maximums corresponding to the two 
involved rotation axis to be related to the 2 head main orienta-
tions (vertical and horizontal). Then, when achieving a complex 
rotation, these 2 orientations will report energy even if they are 
not exactly oriented along the motion direction. This is the well 
known aperture problem [7]. In our case, it becomes an advan-
tage : in figure 8-d, 2 maximums appear which are related to the 2 
rotations occuring at the same time. This complex motion can be 
analysed observing the amplitude variation of each maximum . In 
this case, tilt rotation (related to 182°) is faster than pan rotation 
(related to the 89° orientation).
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 Finally, the precision of the estimated orientation axis 
is influenced by the angle resolution of the log polar transforma-
tion and by the characteristics of the observed object. There is a 
higher precision if contours oriented perpendicular to the motion 
direction exist. This is the case with a moving head.

IV.1.2 Motion Type

Motion type (rotation or translation) is related to a moving or a 
static position of the maximum of the log polar spectrum. When 
an object rotates, rotations (roll, pan, tilt) can be considered in 
the log polar domain as global frequency translation (for roll, see 
section III) or localized frequency translations (for pan or tilt) 
along the rotation axis because of zoom effects in the spatial 2D 
projection of the 3D rotating object. In the case of pan and tilt, 
moving contours are compressed or dilated along the main rota-
tion axis so that the associated spatial frequencies evolve. Figure 
9 illustrates this effect on an horizontal rotation of a ring textured 
objet. The energy of the log polar spectrum is concentrated on 
the vertical contours (i.e. horizontal frequencies) because of the 
rotation orientation. Between frames 11 and 23, the object does a 
25° horizontal rotation and the maximum energy translates from 
f11=0.16 to f23=0.22  normalized frequencies. On figures 9 and 
10, white pixels corresponds to high energy values.
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 When an object translates in front of the camera, there 
is no frequency change because contours are not modified. Figure 
10 illustrates this effect with the same object translating upwards. 
Only horizontal contours give a response on the spectrum but 
there is no frequency translation of the energy spectrum.
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IV.2 Global head motion interpretation

The motion estimation algorithm is used to detect typical head 
motion such as horizontal or vertical head oscillations, currently 
used to express  ‘yes’ or ‘no’. This type of motion is defined by 
horizontal or vertical regular oscillations and periodic changes in 
motion direction. These motions can be difficult to estimate with 
common optic flow methods and feature point tracking because 
of their low amplitude and fast inversions. Moreover, disturbing 
events can introduce errors such as hands in front of the mouth 
for example.
 Figure 11 shows one frame extracted from the video1 
of a person expressing ‘yes’ between frames 370 and 400 and 
‘no’ from frames 400 to 462. The camera does not exactly face 
the person and the hand touches the mouth so that the hand could 
create parasite motion.
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 Figure 12 shows the temporal evolution of the maxi-
mum of the cumulated energy per orientation curve. The most 
relevant frequencies are located on the horizontal axis (90° +/-
3°) from frames 371 to 398 and in the vertical axis (180° +/- 3°) 
from frames 400 to 463 (note an estimation error near frame 415 
because of a parasite hand motion). This corresponds to the pres-
ence of vertical and horizontal spatial movements in the video.
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 To extract the oscillation period, the total energy of the 
log polar transform is computed. Since only moving contours are 
responsible for non null energy in the spectrum, the total energy 
of the spectrum decreases very fast when motion stops. Figure 
13 shows the temporal evolution of the total energy for the video 
sequence of figure 11. It shows that the total energy presents pe-
riodic minima to be related to each motion direction change. The 
period corresponds to the head oscillations. In this case, the mean 
frequency is 10 opposite motions per second. The algorithm is 
able to consider frequencies higher than 1.2Hz which represent a 
wide range of oscillations period expressing such attitudes.
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The performances of the head motion interpretation method have 
been evaluated in various test conditions: the system has up to 
100% success in standard office lighting conditions with the head 
occupying from 20% to 100% of the captured frame (currently 
150*150 pixels). In low light conditions or noisy captured frames 
(Gaussian white noise of variance 0.06), the algorithm is able to 
extract the expressed “yes’ and ‘no’ with 90% success. More-
over, even in noisy conditions, the algorithm is able to extract 
these attitudes with 80% success when the face is 50% hidden, 
the frequency analysis only needs to get the main contours ori-
entations of the face (i.e. some vertical and horizontal contours), 
not all face features are required. Finally, the algorithm works in 
real time, reaching up to 60 frames per seconds on a standard PC 
desktop Pentium 4 running at 3.0Ghz.

V. CONCLUSION

A real time method for global rigid head motion estimation has 
been proposed. The use of a pre filtering step inspired from the 
human retina behavior yields to a log polar spectrum easy to 
analyze : rotations are equivalent to oriented energy frequency 
translations,  zooms are global frequency translations and 2D 
translations appear as localized energy drop that don’t translate 
in frequency. 
 An example of high level head motion interpretation 
has been described. The proposed algorithm is well suited for 
global head motion estimation because a face presents vertical 
and horizontal contours. It also supposes that the scene has only 
one moving face in front of a static background. The behavior of 
this algorithm in the case of multiple motions of any rigid object 
with moving background is under study.
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