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ABSTRACT 

 
This paper presents an interactive real-time augmented 

reality system with realistic illumination of integrated vir-
tual objects. A marker and a mirror sphere are placed in a 
scene that is captured by a video camera. Dynamic illumi-
nation (as the marker is interactively moved) is estimated 
from the video signal and used for realistic real-time inte-
gration of virtual objects into the video. To achieve inter-
active real-time performance, we have developed a hard-
ware-accelerated approach, where self-occlusion and form 
factors are precalculated and stored in a low-resolution 
cube map for each vertex. This data is multiplied with the 
real-time illumination information estimated from the 
video to obtain diffuse per vertex illumination. 
Our approach works well for small virtual objects moving 
around in real environments and is almost completely im-
plemented on the GPU per performance purposes. The 
real environment operates as a large area light source, 
which casts soft shadows on our diffusely lit virtual ob-
jects. 
 

1. INTRODUCTION 
 

An important challenge for augmented reality systems 
is the issue of consistent lighting of virtual objects with 
respect to the real-world environment. This is in particular 
difficult to achieve for virtual objects moved around in 
completely unknown and dynamic environments, where 
the lighting might continuously change. One way to obtain 
knowledge of the real scene lighting is the observation of 
a mirror sphere using a video camera. This simple ap-
proach has been mostly used to create environment maps, 
which work well for highly specular objects.  

In our work we also use a mirror sphere to capture the 
incident light from the real-world environment, but we 
compute the diffuse illumination of a virtual model in real 
time. The environment map is treated as a textured area 
light source, which encloses our virtual model. The direct 
light contribution of the area light source is computed by 
integrating over the visible hemisphere for each vertex of 

our model on a frame-by-frame basis.  This approach al-
lows us to move our virtual model freely around in dy-
namically changing environments. 

In order to achieve real-time results, we had to intro-
duce two main limitations into our approach: We are 
working with a single static virtual model and we do not 
consider indirect illumination. Since we use a single mir-
ror sphere as our representative sample for the incident 
light, we also assume that the incident illumination does 
not change over the surface of the displayed virtual object 
apart from self-occlusion, which is handled correctly. 
These limitations allow us to compute form factor cube 
maps for each vertex in a pre-processing stage. These 
cube maps account for self-occlusion of the virtual model 
and the light transfer between the environment map and 
each vertex. During the use of our system, these form fac-
tor cube maps are multiplied with an environment cube 
map generated from the image on the mirror sphere. The 
results are summed for each vertex and multiplied with the 
reflection coefficients of our displayed virtual model. 
Our approach is implemented to be executed almost com-
pletely in the graphics processing unit (GPU), which re-
sults in real-time frame rates for virtual models with ten 
thousands of polygons. Our tests show that the approach 
works well for small virtual objects moved around in real-
world environments. Color bleeding from the real envi-
ronment onto virtual objects as well as soft shadows result 
in a consistent appearance of purely diffusely lit virtual 
objects in the real environment. Our main contribution is 
the development of an approach, which allows the real-
time computation of diffuse lighting from a real-time cap-
tured surround image. 
 

2. RELATED WORK 
 
Research and development in Computer Graphics have 
been focusing on creating synthetic environments with 
photo-realistic quality. By navigating in such environ-
ments, users become immersed with the virtual reality. 
Beside the creation of purely virtual scenes, augmented 
reality (AR) applications combine synthetic objects with 



real world scenes. The different aspects of AR require 
research from different areas of computer graphics and 
computer vision.  
For the creation of a high-quality AR experience three 
main aspects have to be considered: First, the object has 
to be positioned in the real scene by estimating the correct 
geometric projection. Second, illumination, originating 
from real-world light sources, has to be adapted for the 
synthetic objects to create the illusion of real objects be-
ing part of the original scene. The third aspect concerns 
real-time behavior of the rendering process for applica-
tions that capture real-world environments during runtime. 
One widely applied system in this domain is AR-Toolkit 
by Billinghurst et al.[3][4][5][6], which is also used in the 
proposed system due to its ease of use, high performance 
and stability. The system provides a simple detection and 
identification of multiple scene markers and calculates the 
necessary geometric transformation matrices to place 
geometric objects into arbitrary scenes.  
In the area of illumination reconstruction, Fournier et al. 
[2] consider direct and indirect illumination using a radi-
osity algorithm for the diffuse lighting. Drettakis et al. [7] 
proposed a modified version of Fournier et al.’s work. 
Although the integration of computer vision techniques 
simplifies the reconstruction process, this technique is still 
restricted by the required input images, which have to be 
captured with a wide viewing angle of the scene to yield 
enough information about the real-world lighting envi-
ronment. Another approach for capturing environmental 
lighting was presented and refined in [8][9] where reflec-
tive spheres are placed into the real scene. One basic limi-
tation of this approach however is the lack of information 
about the positions of light sources. 
A new method of reconstructing a lighting environment 
for later integration of virtual objects is proposed by Sato 
et al [10]. The reconstruction is done automatically using 
a pair of omni-directional images provided by cameras 
with fish-eye lenses but is restricted to a fixed view static 
lighting environment. Finally, Sloan et al. [1] presented 
another approach for lighting virtual objects using pano-
ramic images. The technique is based on precomputed 
radiance transfer using spherical harmonics.  
 

3. TECHNICAL OVERVIEW 
 
The proposed algorithm consists of two main stages that 
are described in detail: The preprocessing step for self-
occlusion calculation and the real-time rendering process. 
 
3.1. Preprocessing Stage 
 
In the preprocessing stage, an occlusion cube map for 
each vertex of the virtual object is calculated. This infor-
mation is needed to support correct self-shadowing ef-

fects. For each vertex an image is computed in all six 
main axis directions. The virtual object is rendered com-
pletely in black and the background is left white to repre-
sent the occlusion factor for the form factor computation. 
In a second step the resulting occlusion map is weighted 
by the cosine of the angle θij between the normal vector 
and each pixel (I,j) on the cube to actually compute the so 
called delta form factors for each pixel on the occlusion 
map [11]. The delta form factors ∆Fij for a pixel (i,j) on 
the occlusion map are therefore 

π
θ AF ijij cos=∆

,
 

where A denotes the area of the pixel. The factor A di-
vided by π is constant and applied later in the process. 
The cosine calculations are performed by rendering a co-
sine-textured and normal-vector-aligned sphere, which is 
centered around the vertex. Thus, the occlusion maps turn 
into form factor maps. Fig. 4 shows an example pre-
calculation.  
The six faces of the occlusion cubes for all the vertices are 
down sampled and arranged in a single large image. By 
rendering high-resolution occlusion maps and down sam-
pling them we get accurate estimates for the form factors. 
Afterwards, these down sampled form factor maps are 
multiplied by the incoming light from the captured envi-
ronment map. The down sampling is necessary for effi-
ciency reasons. Since we are dealing with diffuse reflec-
tion only, a smaller number of samples of the hemisphere 
is often quite sufficient, but might lead to blurry shadow 
boundaries. For a model of 30k vertices the preprocessing 
step takes about 5 minutes on our test setup.    
 
3.2. Rendering Process 
 
For capturing the light information of the scene in which 
the virtual object should be integrated we use AR-Toolkit 
[6]. It provides functionalities to capture video frames, 
create a Glut/OpenGL window with the video frames in 
the background and, most important, detects markers and 
computes a valid modelview matrix that enables the user 
to simply render virtual objects into the video stream as if 
they were present in the real scene. 
The given modelview matrix can furthermore be used to 
find objects in a video stream whose relative position with 
respect to the marker is fixed. This advantage has been 
exploited for finding the mirrored sphere, which is to be 
used for obtaining of the lighting environment.  

 
Fig. 1: AR-marker and light probe construction: Real image 
(left), calibration mode (center) and captured sphere (right). 



As seen in Fig. 1 a wire-framed sphere is rendered onto 
the real sphere in the video frame. The position of the 
spheres is fixed with respect to the marker in both worlds, 
so both spheres behave similar when the marker is moved. 
With the given point of origin and the size for the sphere, 
the exact position and size of a rectangular part of the 
video frame can be obtained. 
Once the sphere has been extracted from the video, it has 
to be unfolded to a geodesic panorama. Then this mapped 
sphere is used as a sky dome around the object containing 
information about the reflected environment from the mir-
rored sphere. A correct unfolding of the sphere is very 
time consuming to be done in software per frame. How-
ever, this can be avoided since the distortion of the sphere 
remains constant and can thus be precalculated and used 
at runtime.Since a mapped sphere which is textured like a 
globe is needed for further steps of the lighting calcula-
tions the unfolding is simply done by creating a sphere 
with the proper texture coordinates.  
 

 
Fig. 2: The unfolding of the captured sphere image (left) onto 
a geometric sphere (right) using texture coordinates.  

These are stored in an OpenGL display list and can be 
used afterwards for every frame using the last captured 
video sphere as a texture. As shown in Fig. 2 the center of 
the mirrored sphere reflects the real camera. So the top of 
the mapped sphere also shows the real camera. 
In the next step the restored video panorama must be 
transferred into another form that fits into the preproc-
essed occlusion map. This specifically means that the tex-
tured panorama sphere must be rotated until it directly 
faces the camera. The process of transforming an object in 
a way that it faces the camera is called billboarding.  
With the virtual object and a billboarded sphere enclosing 
it, we have actually placed the object into the captured 
environment. In the next step of the light calculation proc-
ess, an environmental cube map is constructed, as shown 
in Fig. 3. 
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Fig. 3: Sample reconstruction of the lighting environment 

In the next step, the environmental cube map and precom-
puted form-factor map merged and added up to get the 
final lighting data. Here the use of axis-aligned full-cubes 
is beneficial because the only step to be done is to create a 
multi-textured rectangle with the cube-map and the occlu-
sion-map mapped onto. 
 
   

segment for vertex1

GL_REPEATed panorama form - factor pre - calculations

* 

Multiplication 
results

back left front right top bottom 

= 

 
Fig. 4: The repeated video cube map is multiplied with the 
preprocessed form-factors 
 
Fig. 4 shows the result of the multiply-operation between 
both maps. To accelerate the process, the environmental 
cube map (Fig. 4 left) is repeated on the GPU to fit the 
occlusion map (right) and texture multiplication is carried 
out using the multi-texture pipeline. 
In the next step the resulting images need to be accumu-
lated bit by bit to obtain the lighting value of the corre-
sponding vertex. After each pixel block has been summed 
up and divided by the number of pixels in that block, we 
get a new image containing one pixel for each vertex of 
the target object. This image can be used as a lookup table 
for the final rendering of the object. 
In the final step the resulting light values are mapped to 
the rendered object. Since the lighting is now available as 
a texture on the graphics card a texture lookup is carried 
out for each vertex of the object.  
 

4. RESULTS 
 
With the proposed system we achieve interactive frame 
rates for models with 30k+ vertices. 

 
Fig. 5: Real-time lighting calculation for synthetic object 



We used a 3Ghz Xeon equipped with a QuadroFX 3400 
as a test system. The first example in Fig. 5 shows a 
model within the real-time captured environment showing 
the lighting effect. Here, a red-color object is placed to the 
left of the mirror sphere and its lighting change causes 
color bleeding and thus correct illumination adaptation to 
the virtual object. 
The second example in Fig. 6 shows the results for differ-
ent lighting intensity and direction for two virtual objects. 
 

        
 

        
Fig. 6: Illumination result for different lighting intensity and 
direction 

Especially for the dragon, the images show, how the vir-
tual object is aligned with the marker on the ground plane 
and therefore the object is moved in the real scene by 
moving the marker. Also the precomputed and real-time 
computed lighting effects can be observed from both ex-
amples, namely the self-occlusion and external diffuse 
lighting respectively. 
The current implementation is limited to the texture and 
rendering buffer sizes of the graphics hardware, with the 
textures limited to 4096x4096 pixels, which results in a 
limitation of the object sizes that can be used. Es an ex-
ample, a form factor resolution of 8x8x6 pixels limits the 
algorithm to objects of a resolution of no more than 
43.520 vertices or 174.080 vertices with a resolution of 
4x4x6 pixels. These limits are implementation specific 
and can by removed by extending the algorithm to use 
multiple textures for the calculations 
 

5. CONCLUSIONS 
 
We presented a technique for capturing lighting informa-
tion of dynamic environments that we use to consistently 
light diffuse objects placed in real environments. Our sys-

tem performs at interactive rates, allowing the user to in-
teract with the virtual objects in real-time. This perform-
ance was achieved by splitting the modeling process into 
precomputation and rendering part, allowing self-
occlusion and form factors to be precomputed and used as 
lookup values in the rendering process. Furthermore, per-
formance optimization was achieved by implementing 
most of the algorithm on the GPU and thus exploiting 
graphics hardware features, e.g. multi-texture stage proc-
essing and weighting. The approach is not limited to aug-
mented reality scenarios but could also be applied for 
lighting objects in complex virtual scenes with preproc-
essed lighting.  
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