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ABSTRACT

Error concealment for stereoscopic images receives lit-
tle attention in research of image processing. While many
methods have been proposed for monocular images, this
paper considers a concealment strategy for block loss in
stereoscopic image pairs, utilizing the information of the
associated image to fulfill the higher quality demand. We
present a hybrid approach, combining a 2D projective trans-
formation and a monoscopic error concealment technique.
Pixel values from the associated stereo image are warped
to their corresponding positions in the lost block. To re-
duce discontinuities at the block borders, a monoscopic er-
ror concealment algorithm with low-pass properties is in-
tegrated. The stereoscopic depth perception is much less
affected in our approach than using only monoscopic error
concealment techniques.

1. INTRODUCTION

A typical transmission system for monoscopic still or mo-
tion images consists of a source coder, a channel coder and
a (error-prone) network. A simple way of coding stereo im-
age pairs is to apply the monoscopic source coder to each
channel, multiplex the two bitstreams and perform stan-
dard channel coding. In many international standards block-
based transform coding is applied for source coding [1], [2].
Because of high decorrelation and energy compaction prop-
erties, the Discrete Cosine Transform (DCT) is a commonly
used unitary and orthogonal transform.

When variable bit length coding is applied, a single bit
error can interrupt the synchronization between the encoder
and decoder, which leads to information loss until the next
synchronization mark. We assume a synchronization mark
after each block, although the proposed algorithm can be
easily extended to handle consecutive loss of blocks.

Stereoscopic image quality degradation caused by lost
blocks is not comparable to the type of degradation caused
by quantization or low-pass filtering which was studied in
the work of Ijsselstein [3] and Stelmach [4]. The binocular
perception of a stereo image pair is highly affected by a lost
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corresponding block,
i.e. right view

lost block,
i.e. left view

boundary information

Fig. 1: Estimation of lost samples

block in one channel. This is why standard error conceal-
ment strategies are not well suited for stereoscopic images.
Even reasonably good monoscopic concealment results may
have great impairment on the stereoscopic effect. Further-
more extended information, namely the second frame, is
not applied. To our knowledge, no specific error conceal-
ment strategies for stereoscopic images utilizing the second
channel have been proposed so far.

Section 2 describes a monoscopic error concealment
technique proposed by Wang et al. [5] which yields satisfac-
tory reconstruction results due to a smoothness constraint.

In section 3 this concealment strategy is adapted to the
stereoscopic scenario, combining the good perceptual prop-
erties (smoothness) with additional information of the sec-
ond frame. Assuming the corresponding block is available,
it has to be located and aligned to the different perspective
of the damaged frame first. Then, as shown in fig. 1, the
boundary information of the lost block can be utilized to-
gether with the corresponding sample. Thus, the smoothing
towards surrounding samples (border), introduced by Wang
et al., is extended by smoothing towards the corresponding
block. We refer to this technique as 3D block smoothing
(3D-BS).

In section 4 simulation results are presented and dis-
cussed. Section 5 concludes the paper.



2. MONOSCOPIC ERROR CONCEALMENT

The algorithm proposed by Wang et al. [5] handles the esti-
mation of lost coefficients of a unitary block transform. By
minimizing the intersample variation within the block and
its boundaries this algorithm yields a maximally smooth im-
age. A short overview is given below.

Let B represent a block of samples (m, n) with values
fm,n. Without loss of generality we assume a block loss in
the left image of a stereo image pair, denoted by Bl. The
estimated value of a sample in the lost block is denoted as
f̂m,n for (m, n) ∈ Bl. The smoothness measure proposed
by Wang et al. is defined as

Ψ(f̂m,n) =
1
2

∑
(m,n)∈B

[
wn

m,n

(
f̂m,n − f̂m−1,n

)2

+

+we
m,n

(
f̂m,n − f̂m,n+1

)2

+

+ws
m,n

(
f̂m,n − f̂m+1,n

)2

+

+ww
m,n

(
f̂m,n − f̂m,n−1

)2
]

. (1)

The weighting coefficients w can be seen as smoothing
constraints, suppressing the variation in the specified direc-
tion (north, east, south and west). Using matrix notation,
eq. (1) can be written as

Ψ(f̂) =
1
2

(
‖Snf̂ − bn‖2 + ‖Se f̂ − be‖2+

+‖Ssf̂ − bs‖2 + ‖Sw f̂ − bw‖2
)

. (2)

Vector f̂ contains the estimated values f̂m,n in arbitrary
order. The matrix Sn,e,s,w is composed of the weight-
ing coefficients wn,e,s,w according to the order of f̂ . Vec-
tor bn,e,s,w contains samples surrounding the lost block
(boundary pixels) in the specific direction. The smoothness
measure Ψ(f̂) gets minimal for f̂ = f̂opt. Thus, the optimal
estimation f̂opt can be found by

∂Ψ
∂ f̂opt

= 0. (3)

3. HYBRID APPROACH

In this section we introduce our approach to the stereoscopic
scenario. First we point out a method to retrieve the anal-
ogous block from the corresponding undamaged image and
second we integrate the located block in a smoothing algo-
rithm derived from the method described in section 2.
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Fig. 2: Feature point correspondences for image warping

3.1. Block Search and Transformation

To determine the corresponding block we compute a 2D
transformation to warp estimated pixels from the non er-
roneous image into the lost block.

The transformation of the erroneous region Bl in Fl is
estimated with respect to the associated stereo image. This
method is closely related to algorithms applied for image
mosaicing. Using the projective transformation model [6],
the image transformation T is represented by:

(xr, yr) = T (k; (xl, yl))

xr =
a1xl + a2yl + a3

c1xl + c2yl + 1
(4)

yr =
b1xl + b2yl + b3

c1xl + c2yl + 1

In these equations a position pl = (xl, yl) in the erroneous
frame is mapped to a position pr = (xr, yr) in the undam-
aged frame. This transformation is controlled by a set of
warping parameters k = [a1, a2, a3, b1, b2, b3, c1, c2]T .

The estimated parameter set k̂ is fully determined by
four point correspondences between Fl and Fr. From Fl

we extract feature points computed by the Harris corner de-
tector [7], which is based on a gradient measurement. To
find the correspondences a common feature block matching
method is applied. As matching score the normalized cross
correlation is used. We achieve half pixel accuracy.

Matching feature points is probably the most difficult
problem. Therefore we use the advantages of epipolar ge-
ometry between both views, i.e. the reduction of the match-
ing search area from the 2D image plane to a line, the so
called epipolar line. For retrieving the epipolar lines, the
fundamental matrix of the stereoscopic image pair, i.e. the
algebraic representation of the epipolar geometry [8], is es-
timated. The projective mapping from points to lines is
given by the following equation:

lir = Fpi
l i = 1 . . . 4 (5)

F is the fundamental matrix and lir is the epipolar line in
the right image corresponding to the feature point pi

l in the
erroneous left image.



To reduce the probability of feature mismatching a com-
puted feature correspondence (pi

l,p
i
r) is only used if both

appropriate points can be located on each others epipolar
line and the matching score exceeds a minimum treshold.
From the set of possible feature points the four (p1

l , . . . ,p4
l )

next to the lost block are utilized. Fig. 2 illustrates the cor-
respondences along the epipolar lines (l1r , . . . , l4r ).

Region Br is warped with respect to the warping pa-
rameters k̂. The positions within the erroneous frame
(xj

l , y
j
l ) are transformed into the positions (xj

r, y
j
r) of the

error free image Fr and pixel values are assigned.

Fl(x
j
l , y

j
l ) = Fr(T (k̂; (xj

l , y
j
l ))) (xj

l , y
j
l ) ∈ Bl (6)

3.2. Block Smoothing

The corresponding block B̂l found in section 3.1 is inte-
grated in the smoothing measure Ψ(f̂), which was intro-
duced in eq. (2). As already mentioned and illustrated in
fig. 1, the adjacent pixels of B̂l are treaded like additional
boundary pixels of the lost block. The extended smoothing
measure Ψext(f̂) becomes

Ψext(f̂) =
1
2

(
‖Snf̂ − bn‖2 + ‖Se f̂ − be‖2+

+ ‖Ssf̂ − bs‖2 + ‖Sw f̂ − bw‖2 +

+ ‖Sstereof̂ − bstereo‖2
)

. (7)

Vector bstereo is composed of the sample values of B̂l

arranged in the same order as f̂ . Note that bstereo contains
N2 nonzero values compared to N nonzero values of the
boundary vectors.

Depending on the distance to the according border, we
choose decreasing weighting coefficients within Sn,e,s,w,
while keeping a constant weight within Sstereo. This adap-
tion reduces discontinuities at the block border with less
blurring.

The projective transformation, and thus the 3D block
smoothing, would yield bad results if the four feature points
have large variations in depth. Therefore the relative depth
is estimated simply with triangulation. For depth variations
larger than a given threshold, we apply only the monoscopic
error concealment technique proposed in section 2.

4. SIMULATION RESULTS

To show the efficiency of our method, we take two example
stereo image pairs (”Castle”, fig. 3 and ”Hall”, fig. 5). First,
we assume several arbitrary block losses in the left images
and reconstruct them with three different techniques: the
monoscopic error concealment technique (section 2), the
2D warping with respect to the projective transformation

Fig. 3: Erroneous left image (”Castle”)

Fig. 4: Left image, reconstructed with 3D-BS

model (section 3.1) and the 3D block smoothing described
in section 3.2. For blocksizes of 8× 8 and 16× 16 the cal-
culated block-PSNR is shown in table 1. The enhancement
lies within 1dB and 3dB, although the real aim is to improve
the stereoscopic depth perception.

Hall Castle
PSNR in dB size=8 size=16 size=8 size=16
Monoscopic 29.05 25.45 21.38 19.38
2D warping 29.50 28.52 22.79 20.21
3D-BS 30.18 28.43 23.06 20.87

Table 1. Average block-PSNR for arbitrary block losses

Fig. 3 shows the erroneous left image with 24 lost blocks
of size 16 x 16. The 3D block smoothing is presented
in fig. 4, which shows the reconstructed image. Due to
the utilization of the second channel, the proposed algo-
rithm yields a very high quality reconstruction result. Most
notably the stereoscopic depth perception is much less af-
fected than using monoscopic error concealment strategies.
To strengthen these results, a psychovisual evaluation with



Fig. 5: Erroneous left image (”Hall”)

Fig. 6: Results of error concealment: original block (top),
mono concealment (center), 3D-BS algorithm (bottom)

Fig. 7: Results of error concealment: original block (left),
mono concealment (center), 3D-BS algorithm (right)

twelve test subjects was carried out.
Figures 5-7 show the concealment results of image pair

“Hall” and illustrate the different features of the presented
error concealment strategies. For a burst error of 8 consec-
utively lost 16 × 16 blocks the 3D-BS strategy yields bet-
ter results than the monoscopic concealment strategy, which
has principally low pass character. High frequency compo-
nents of the lost block are reconstructed, but the 2D trans-
formation might lead to deformation in case of discontinu-
ities in depth. The block-PSNR values are 16.11dB (mono-
scopic) and 21.96dB (3D-BS) for the single lost block and
24.93dB (monoscopic) and 25.74dB (3D-BS) for the burst
of 8 × 16 × 16 blocks.

5. SUMMARY

In this paper we have presented a new approach for stereo-
scopic error concealment. Based on the projective transfor-
mation model and a monoscopic error concealment tech-
nique, we demonstrated the 3D block smoothing to im-
prove reconstruction results of lost blocks in stereoscopic
images. The stereoscopic depth perception is much less af-
fected combining the good perceptual properties (smooth-
ness) with additional information of the second frame than
using only a monoscopic error concealment technique. The
possibility of weighting the border and intersample varia-
tion differently makes the proposed algorithm very power-
ful. Even for small misalignments caused by modeling er-
rors due to the warping process, a smooth border transition
can be achieved. Further work include advanced methods to
deal with discontinuities in depth and different estimation
methods for the projective transformation coefficients.
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