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ABSTRACT 
 
Human perception is fine-tuned to detect and 
recognize face images with great precision, 
compared to all existing face recognition algorithms 
running on most efficient computers that exist.  Can 
we learn from human perception to improve the 
performance of face recognition by a computer?  
Or, is it that such a biologically-inspired approach, 
or biomimetic, is not a good idea at all in this 
context? 
 
In this talk, we will start by introducing some 
interesting facts in human perception and 
recognition of faces.  We will then present examples 
of image analysis techniques that are inspired by 
human perception.  Comparing these techniques 
with face recognition algorithms based on 
conventional pattern recognition techniques, we 
identify some promising research directions. 
 
 

A CASE STUDY 
 
As humans, we are good at recognizing faces that 
we are familiar with, and distinguishing them from 
possibly millions of faces that we have never seen.  
Even with appearance variations due to expressions, 
viewpoints, hairstyles, etc., we can recognize faces 
with great precision.  However, when we are asked 
to identify unfamiliar faces by looking at frontal-
view images, such as in identifying the photo on a 
credit card, our performance is much lower [1].  
Experiments have shown that a “3/4-view” image, 
the face viewed at a 45-degree angle, provides much 
better identity information than frontal- or profile-
view images [2].  A 3/4-view image provides critical 
information of the face such as the nose height and 

the ear shape.  Therefore, if we can create a 3D face 
model, either manually or using shape-from-
shading or shape-from-motion techniques, and 
animate the 3D model to create face images of 
various poses, we should be able to improve the 
performance of face recognition, either by human 
or by computer.   
 
Research has shown that faces in video are easier to 
identify than faces in still images [3].  One reason is 
that a lot of artifacts in still images, due to either 
camera noise or low resolution, can be reduced if 
viewed as video.  Another reason is that video 
provides information about the 3D structure of the 
face and how facial gestures vary with expressions.  
These results suggest that the performance of face 
recognition algorithms may benefit from using 
video as input, instead of frontal-view still images. 
 
Compared to still images, 3D face models allow us 
to render face images at different poses and under 
various illumination conditions.  Supported by 
evidences in literature, we conjecture that, by 
creating and animating a 3D face model, we may 
improve accuracy of face recognition algorithms. 
 

 
REFERENCES 

 
[1] Pike, G., Kemp, R. and Brace, N., “The psychology of 

human face recognition,” IEE Electronics and 
Communications: Visual Biometrics, 00/018, 
pp.12/1-12/6, 2000. 

[2] Bruce, V. and Valentine, T., “The basis of the 3/4 
view advantage in face recognition,” Applied 
Cognitive Psychology, 1, pp. 109-120, 1987. 

[3] Lander, K. and V. Bruce, “Recognizing famous faces: 
Exploring the benefits of facial motion,” Ecological 
Psychology 12(4), pp. 259-272, 2000. 


	Index
	WIAMIS 2004 Home Page
	Conference Info
	Chairman Message
	Program Committee
	Reviewing Committee
	Sponsors
	Welcome to Lisboa
	Workshop Venue
	Social Activities
	On-Site Activities
	Journal Special Issues

	Sessions
	Wednesday 21.4.2004
	WedAmPS1-Invited: Advances on Facial Recognition
	WedAmOR1-Oral 1 - Facial Analysis and Recognition
	WedAmPO1-Poster 1 - Facial Analysis Tools
	WedAmPO2-Poster 2 - Error Resilience and Rate Control
	WedPmOR1-Oral 2 - Watermarking
	WedPmSS1-Panel: Facial Analysis: Tools and Applications
	WedPmPO1-Poster 3 - Data Hiding and Protection
	WedPmPO2-Poster 4 - Analysis for Surveillance

	Thursday 22.4.2004
	ThuAmPS1-Invited: Analysis for Content Protection
	ThuAmOR1-Oral 3 - Segmentation
	ThuAmSS1-Semantic-based Multimedia Analysis and Access  ...
	ThuAmPO1-Poster 5 - Indexing and Retrieval
	ThuAmPO2-Poster 6 - Quality Evaluation
	ThuAmSS2-Semantic-based Multimedia Analysis and Access  ...
	ThuPmOR1-Oral 4 - Indexing and Retrieval
	ThuPmSS1-Panel: Segmentation and Indexing: Where are we ...
	ThuPmPO1-Poster 7 - Detection and Tracking
	ThuPmPO2-Poster 8 - Extraction, Structuring and Classif ...

	Friday 23.4.2004
	FriAmPS1-Invited: Recent Advances on Video Coding
	FriAmOR1-Oral 5 - Content Adaptation
	FriAmPO1-Poster 9 - Scalability, Transcoding and Transm ...
	FriAmPO2-Poster 10 - Image and Video Coding
	FriPmOR1-Oral 6 - Object Detection and Tracking
	FriPmSS1-Panel: Image and Video Analysis: Trends and Ch ...
	FriPmPO1-Poster 11 - Applications
	FriPmPO2-Poster 12 - Personalization


	Authors
	All Authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	V
	W
	X
	Y
	Z

	Papers
	All Papers
	Papers by Sessions
	Papers by Topics

	Topics
	Multimedia content analysis and understanding
	Content generation and manipulation
	Content-based browsing, indexing and retrieval of image ...
	2D/3D feature extraction
	Advanced descriptors and similarity metrics for audio a ...
	Relevance feedback and learning systems
	Supervised and unsupervised segmentation of objects in  ...
	Identification and tracking of regions in scenes
	Voice/audio assisted video segmentation
	Analysis for coding efficiency and increased error resi ...
	Analysis and understanding tools for content adaptation
	Multimedia content adaptation tools, transcoding and tr ...
	Content summarization and personalization strategies
	Data hiding and copyright protection of multimedia cont ...
	Semantic mapping and ontologies
	Multimedia analysis for advanced applications
	Multimedia analysis for surveillance, broadcasting, mob ...
	Multimedia analysis hardware and middleware

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using Acrobat Reader
	Configurations and Limitations

	Current paper
	Presentation session
	Abstract
	Authors
	Tsuhan Chen



