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Abstract

In this paper we study the behavior of local descriptor
object recognition methods with respect to 3D geometric
transformations and image resolution variations. As ex-
pected performance decreases with accentuated perspective
and decrease in resolution. To improve performance and
robustness, we propose a scheme to fuse color and gradi-
ent local descriptors. This approach is motivated by the
discriminative power of color in man-made object recogni-
tion. The problem of color feature extraction is addressed
as well as the considerations on the fusion process and steps
to train such fusion. We used SOIL-47A database for exper-
iments and shown a 7% to 10% relative improvement when
compared with state-of-the-art gradient based descriptors.

1. Introduction

The ability to recognize objects in indoor scenes is an es-
sential component of a human-environment interaction un-
derstanding system. This leads to the task of object recog-
nition in a situation of low resolution and high geometric
variability of the object’s appearance.

Object recognition can be based on several aspects of the
object’s representation in an image: shape [2], color [7, 3],
parts organization [14] among others. All these techniques
have strong points and weaknesses making them appropri-
ated for different tasks. One technique that has shown suc-
cessful results consists in the use of collections of local de-
scriptors computed at interest points. It has been used in the
past few years to perform recognition tasks such as image
retrieval [13, 15] and location identification [11]. Through
the introduction of more geometric and scale invariance
they have later been adapted for object recognition [10, 11].

These methods are based on local information computed
at automatically selected image location and size. No ex-
haustive scanning is needed. Partial occlusion of the ob-
ject is handled as far as enough detected locations are left
un-occluded so that a positive match is possible. These

methods are invariant to viewing conditions like pose, light-
ing and scale. One important issue with these methods is
the matching process which is not easy and relies on local
greyscale information [10, 11] that might be ambiguous. In
this paper we propose to use local color features to increase
the discriminative power of the local descriptors.

Color is known to be a powerful cue for distinguishing
and recognizing objects, especially in the case of man-made
objects [3]. Color is often used to describe the global con-
tent of a full image. Histograms are an example of such a
general feature. However, such global features may be diffi-
cult to apply to the recognition of objects that occupies only
part of the complete image. Besides, there are also difficul-
ties to gather color invariance in an image. To address these
issues, Matas et. al. proposed the use of local co-occurrence
of color pairs, color bi-modes [7], gathered in small neigh-
borhoods. All locally collected bi-modes are then clustered
to derive the final set of main global bi-modes that describe
the image. This final step makes this method susceptible to
performance loss in the case of heavy background clutter. A
second drawback of this approach is that the image spatial
distribution of the local bi-mode features is not exploited.

In this article, we analyze the performance of gradient
based local descriptor approach [11] with angle and reso-
lution changes on man-made objects using the SOIL-47A
database. Surprisingly, the method does not perform as well
as reported in the literature [12]. We then propose an exten-
sion based on fusing color and greyscale information at the
local level. This process results in an improvement of the
overall recognition rate.

The method is described in the next Section, while re-
sults and discussion are proposed in Section 3.

2. Algorithm Description

In this section we present the different steps of the state-
of-the-art local descriptor approach and the proposed color
fusion framework. We focus mainly on the details of the
color fusion implementation. More detail on the local de-



scriptor methodology can be found in [11].

2.1. Interest Point Detectors and Neighborhood
Definition

Local descriptor methods rely on the automatic detection
of specific image location � surrounded by a specific image
area ��� . The specification and extraction of both the loca-
tion and area must be reproducible, that is, invariant under
geometric and photometric transformations. In this way, ar-
eas around a given point will always “cover” the same 3D
content (Fig. 1).

Figure 1. Invariant neighborhood area.

In this paper we exploited the Harris-Affine detector [11,
9]. This choice was motivated by analysis that have shown
it to be the most repeatable and stable in the presence of
geometric and photometric transforms [12].

2.2. Structural Features

We used steerable filter as structural information descrip-
tors. These descriptors were found to be the best compro-
mise between robustness and dimensionality [12]. Steerable
filters are a class of filters in which a filter of arbitrary ori-
entation is synthesized as a linear combination of a set of
basis filters [6].

To be used as local structural descriptors, steerable fil-
ters are applied to the local area of the image ��� extracted
in the previous step (Fig. 1). The responses at a given num-
ber of orientations are combined into a set of differential
invariants [6] with respect to rotation and illumination.

2.3. Color Features

In [7] Matas defines interest locations for his method as
those that have a multi-modal color density function distri-
bution. Local modes where extracted using a mean-shift al-
gorithm. This method is not invariant to scale changes since
the width of the kernel in the mean-shift algorithm was set a
priori. In our case, we rely on the extracted points � and the
associated area � � . We assume that these regions contain at
least a bi-modal color density function distribution.

These color modes are collected using K-means cluster-
ing in �	��
 space. Several experiments where done on a
training set of the SOIL-47A database. It was found that

estimating reliably the number of modes was difficult, and
that the majority of neighborhoods had a bi-modal content.
Thus we assume the existence of one only bi-mode at each
neighborhood.

We must now use the �	��
 modes for local description,
in an way invariant to possible changes of geometric and
lighting conditions. It is well known that these two fac-
tors, description and invariance, oppose each other, since
increasing invariance results in information loss [8]. In a
controlled environment ���������
�� color values would be the
most effective feature. This is however not the case in the
presence of illumination changes.

This leads to the choice of an affine invariant illumi-
nation model, where we assume that local illumination
changes are similar for each mode in the local area. This is
a reasonable assumptions in most applications. We adopted
the model proposed by Matas [7]. This model makes use of
a chromatic color representation, referred to as ��� space:������	����������
������ �	�� �! � �� 
 � � (1)� � �� � ��� � ��
 � ��� ���� �! � �� 
 � (2)

For each mode "#�%$&��' we compute these features and
combined them with the intensity ratio between modes to
obtain the local color descriptor ( . This ratio is invariant
since we assume that both modes undergo the same multi-
plicative illumination changes. The complete color descrip-
tor is given by:(��)�*�,+��-��+.��/0+21&���31��-��1��4� with /0+215�76 ��+  ��+  
5+� 18 � 18 
 1:9

(3)

2.4. Correspondence Determination-Validation

Given a query image characterized by its set of inter-
est points and features ;<�=�2�4>+ ��?�>+ � +A@CBEDGFGFGF D HJI , we look for
the object model K , characterized by its list of featuresKL�M�2�ON+ �.?PN+ � +Q@CB3DGFGFGF D HSR , which has the largest number of fea-
ture matches with ; .

Matches are gathered based on a distance between the
descriptors. The object feature ?TN1 corresponding to a query
feature ?P>+ is the closest object feature as far as these corre-
sponding features are not to distant ( U�V<W%X ). More pre-
cisely:Y + �[Z]\�^ 1`_�aQbdc UeV c,f`gh � f`ij4klkmonqper (tsL� f`gh ���[?�N1�u �wv-xyUeV�� fzgh � f`ih �{W|Xnqper (tsL� f`gh ���~}�K r s�������v-�,� (4)

In the case of structural features, the distance used by state-
of-the-art methods is the Mahalanobis distance:U V � �� h ��� j ����� � hO� � j����L��� B � � h�� � j�� (5)



where � is a covariance matrix calculated on a set of train-
ing images as explained in [12].

In the case of the color features used in this work we use
the following distance [7]:U V� ����T�����O��� _�aQb4�P�Q� (t� � (,� �A� V � �A� (t� � (t��� �A� V�� (6)

where ( � � represents the color feature vector with the order
of the indexes �v�� Y � switched. This is necessary due to pos-
sible variations in the order in which the modes are stored.

It is easy to notice that the simple counting of feature
matches can be dominated by false correspondences that
must somehow be pruned. This is done here, as proposed
by most state-of-the-art methods, by the use of geometric
model constraints [11]. A set of correspondences is vali-
dated if there exists a valid geometric transformation (ho-
mography or epipolar model) between the locations of the
points in the query image and their matches in the model
image. This solution makes use of the assumption that the
object is rigid. Although very effective is is a very computer
intensive approach.

2.5. Fusion

Fusion of descriptors can be made in multiple ways and
at several stages of a classification process [5]. For the prob-
lem at hand we chose feature concatenation as the fusion
approach. Two feature vectors x + and ( + are concatenated
into a single feature vector ?�+L�=��x]+.��(0+�� that is then used
for correspondence determination. As described before cor-
respondence determination is based on a distance measure
between the descriptors of each point. The distance in the
concatenated feature space is then defined as:U V � � f h � f j �8��U V� ��� h ��� j �  �� U V� ��� h ��� j � (7)

where � is a mixing/weighting factor that allows to con-
trol the influence of each source on the distance and thus
on the final recognition result. The exact value of the mix-
ing parameter � must be trained since its value depends on
the unknown importance and reliability of each of the fused
features on the definition of an object model.

3. Results

The described method was tested on the SOIL-24A
database which is a subset of the SOIL-47A database [1],
described in [4]. This subset is composed of 24 images of
colorful, planar, household objects; see Fig. 2 for sample
images. Object are represented by images of approximately
220x220 pixels at full size. This database was created with
the purpose of evaluating the degradation of object recog-
nition methods with respect to the change of viewing an-
gle. In this way we obtain the overall behavior of the sys-
tem to a possible random positioning of objects. We have
sub-sampled the original database to half resolution since

objects in human interaction scenes will be smaller than
the ones in the original database. For training, images of

Figure 2. Examples of Soil-24A object images
at different angles (0 and 45 degrees) and dif-
ferent resolutions (100% and 50%).

4 extra objects not belonging to the SOIL-24A database
were selected from the SOIL-47A database. All hyper-
parameters were estimated using this training set. In Fig-
ure 3 we present the training graph for the parameter � that
weights the descriptors’ fusion. The optimal value was 0.8
for full resolution images and 1.2 for half resolution images.
This curve shows that color influence is more accentuated in
the low resolution case. This is illustrated by a greater rel-
ative improvement of the performance at the optimal value
in the training set. However, at the same time, the perfor-
mance drops faster as we move away from this value. This
phenomenon can be explained by the fact that, the database
is known to contain several objects with very similar col-
ors [4]. This results also in an unexpected greater confusion
in the matching process (Eq.4) in the low resolution case.
Even a small source of confusion can deteriorate the results
of this method since only the best match is considered as
possible. If color makes several matches have similar dis-
tances then the method becomes more prone to errors.
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Figure 3. Fusion weight training curves.

Table 1 shows the results of the method when applied to
the SOIL-24A database. Structural features produce very
good results on near frontal angles but start to break down
at high angles. In this case at angles higher than 45 degrees



degradation is very high. Unlike reported the structural fea-
tures did not hold performance above 60% matching per-
formance up to 60 degrees of view angle change [12]; this
may be due to higher image resolution of the images in [12]
(objects where represented by images with 800x640 pixels).

When applied to the SOIL-24A this color fusion scheme
produced overall better results than gradient based features
alone. Giving 7% and 10% of relative improvement in re-
lation to the use of only steerable filters for full and half
resolution respectively. However, at lower resolutions for
some viewing angles the performance is deteriorated. This
can be due to the combined influence of the previously men-
tioned introduced confusion and the fact that the weighting
parameter was optimized for the training set.

4. Conclusion

In this contribution we have tested state-of-the-art, gra-
dient based, local descriptor object recognition applied to
household objects at reduced resolutions. The results have
shown that in low resolution cases local descriptors meth-
ods start to have problems dealing with view angle changes.

We have introduced color local descriptors in a fusion
framework to aid in the recognition task. It was found that
fusing color and gradient features increases the performance
of the recognition task. However, the recognition improv-
ment obtained was lower than expected. This is due to the
fact that in this database, different images have similar char-
acteristic colors, introducing some confusion in the match-
ing process of local features.

We need to research further the issues raised by this
study to understand better the power and limitations of lo-
cal descriptors that include color. Fusion of color at other
levels of the recognition process and methods that allow to
take into consideration several possible matches are direc-
tions that will be persued.
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