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ABSTRACT A BN, as shown in Figure 1, is an acyclic graphical 
expression of the causal relationship of variables, which can 
induce the conditional probability distribution of a random 
variable from a set of variables directly connected to the 
variables.  

In this paper, we introduce a method of presenting 
user preference based TV program information by a user 
preference learning algorithm using a Bayesian network. And, 
we introduce a content recommendation system based on the 
proposed user preference learning method. Finally, we provide 
experimental results using a large set of usage history data for 
watching TV programs. The experimental results show that our 
proposed method is effective in learning user’s timely changing 
preference so that appropriate recommendation for user’s 
preferred contents can be made for easy access to alleviate the 
overloaded multimedia information presented to users. Our user 
preference learning is not limited for digital broadcasting but 
can also be applicable to Web surfing. 
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Figure 1 an example of causal networks 

  A BN can be denoted as XG,=B , where G  is the 

edges and X is a set of random variables in B . Let’s consider a 
random vector ],...,,[ 21 MXXXX = , where a variable X can 
have possible attributes. The conditional probabilities (CPs) 
of a state  in a variable  can be calculated when evidence 
is embedded to the parent variables and can be denoted as 
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1. INTRODUCTION 
For digital broadcasting environment with large 

amounts of TV programs being serviced, it is difficult for a user 
to surf the TV programs and select the user’s preferred TV 
program contents in time, thus resulting in troublesome burden 
to users. By predicting or recommending the user’s preferred 
contents (TV programs), it is possible to alleviate the user’s 
burden in finding what she/he wants. 
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Here,  is the total number of samples in X  and n  is the 

sample number of x . The user preference models are usually 
utilized to statistically recommend or predict the user’s near 
future preference (or intention) by analyzing the usage history 
data for contents (for example, TV programs that were viewed 
by the user). Usually, an attribute having the highest conditional 
probability is recommended when evidences are embedded in its 
parent variables . 

iN i ij

ij

iPa

In this paper, we use as a user description model the 
User Preference description scheme in MPEG-7 MDS [3] and 
introduce a user preference learning method developed based on 
a Bayesian network (BN). Our user preference learning method 
devises a weighting scheme on input data to the BN in order to 
reflect recent usage history data more significantly in the 
computation of attribute values in the network. Then, a statistic 
BN can produce a recommended or predicted list for the user 
preferred TV programs in a more reasonable way for timely 
changing user preference (for example, on TV program genre) 
in a short period of time. In order to complete these tasks, we 
apply supervised learning (SL) on the data weighting scheme to 
trace a trend of the user preference depending on time. Finally, 
we apply this proposed algorithm to our recommendation 
system for TV programs.  

2.2 A data weighting scheme 
  Usage of contents (consumption of TV programs) is 
recorded over time. And, from (1), the CP at a state x  is 
calculated by the ratio of the total number (total number of 
content usage) of samples to the sample number (number of 
content usage) that corresponds to x . Due to this, (1) is not 
appropriate to more significantly reflect the user’s recent usage 
of contents to CP computation. So we partition the content 
usage data into two folds, old preference data and current 
preference data, by windowing as shown in Figure 2. The old 
preference data is represented in a old preference region 
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( )sOPRi  using M windows of a time length L , and the current 
preference data is located in the rightmost window indicated as 

( )sCPRi . Here the subscript index i  indicates that ( )sOPRi  
and ( )s  CPRi are considered for the variable w  iX  ith the s eam

The remainder of this paper is organized as follows: 
Section 2 describe the framework including BNs and the data 
weighting scheme. Section 3 illustrates our supervised learning 
method. Section 4 illustrates our recommendation system 
according to the user preference. In Section 5, we present 
experimental results for our proposed method in terms of the 
accuracy. We then conclude our paper in Section 6. 
 

2. FRAMEWORKS 
2.1 Bayesian networks 



index he usage data is collected at a ariable i  with 
specific evidences that were embedded to its parent variables. 
The CPs (1) can be modified by considering the weights: 
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Figure 2 Window-weighting factors, OPRi, CPRi, and FPRi 
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partiti

in the training data as sliding one window 

In order to impose different significan
d data sets in different intervals in the windows 

( ) ( ) ( )sWsWsW M,,, 21 L , each window ( )sWM  in the ( )sOPRi   
 weighting facto  weight)has t corresponding r (or ( )sm  

where Mm ,,2,1 L= . The optimal weights are obtained in the 
sense t al information (MI) ( )at the mutu ( )( )sPROsCPRI ii

ˆ;  is 
maximized [2].  

3. USER PREFERENCE MODEL 
3.1 deriva

o determ the 
optim

tion of the learning algorithm 
Our supervised learning method is t

weights in which ( ) ( )( )sPROsCPRI ii
ˆ;  is used for the 

external teacher to update the window weight s , as viewed in 
Figure 3 in which )(ˆ sPRO i is the weighted (sOPRi .  )

( )sCPRi   
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Figure 3 supervised learning a Bayesian network 

At ea n in ch sliding, the weights are adapted to the directio
which the mutual information (MI) is maximized. The MI can 
be defined as 

(~ ( ) ( )) ( )( )
( )( )

( ) ( )( )( ) ( ).logˆ|log                                

ˆ|)(log;

CPRpsPROsCPRp
sCPRp

sPROsCPRpsCPRsPROI

iii

i

ii
ii

−=











=

t to 

 (3) 

In (3), the MI is a function of weights  and we compute 
the partial derivative of the mutual inform ith respec
weights 

( )smα
ation w

( )smα  for obtaining a set of optimal weights. We 
assume that occurrence of each attribute is independent of that 
of others. In order to obtain ( ) ( )( )sPROsCPRp ii

ˆ| , we first need to 
determine the conditional probability ( ) ( )( )sPROsxp iij

ˆ|  which 

means the probability of the attribute )(sxij  happening in the 

given )(ˆ sPRO i domain.  
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 condi
 can be obtained by just 

multip up the tional probabilities of all elements in lying 
( )sCPRi  because they are independent one another.   
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Therefore, the weights are updated every epoch which is 
defined one sweep through implementing the GA. The amount 
of update ( )smα∆  can be obtained using the “delta rule” defined 
as  
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e, notation  in is defined as the number of epoch 
and 

 e ),( semα
η  is eter of the GA, which 

determines the degree of searching step in the ight sp
during the gradient ascent process. We can express the weight 

 the learning-rate param

update in every epoch e as  
).,(),1(),( sesese mmm ααα ∆+−←         (7) 

We stop the training when the MI does not increase for some 
predetermined epoch [2]. 

4. USER PREFERENCE DESCRIPTI ODE

eme (DS) [3]. The User Preference 
DS contains Usage Preference DS and User Identifier which is 
u  
Usage P

ON M L 
Table 1 shows the content of MPEG-7 User 

Preference description sch

sed to identify users for user preference description data. The
reference DS has two child elements: Browsing 

Preference DS and Filtering and Searching Preference DS. The 
Filtering and Searching Preference DS specifies creation 
preference, source preference and classification preference. The 
Browsing Preference DS has the Summary Preference DS that 
contains SummaryTypePreference, PreferredSummaryTheme, 
and other summary types. 

Table 1 User Preference Types [3] 
FilteringAndSearchPreference DS Browsing 
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Cl
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assification Source 
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Figure 4 show ax User Prefe
<c ype name=“UsagePre
<complexContents> 
<extension base=“mpeg7:DSType”> 

 
erencesType” 

s=“0” maxOccurs=“unbounded”/> 
  ces” 

type=“mpeg7:BrowsingPreferencesType” 
ded”/> 

  </sequen
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</extension> 
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<
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Figure 4 Syntax of User Preference DS [3] 
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PERIMENTAL RESULTS 
5.1 user
  We implemented our supervised learning process with 
the Digital C Nielsen 
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Figure 6 Learning curves for MI 

5.2 Accuracy of our learning method 
In th curac

learning method by comparing with that of no training whose 

recomme

TV genre recommendation problem. A
Korea, one of the authorized market research co
provided two users’ (Person A and B) w is section, we show the numerical ac
collected from December 1, 2002 to May 31, 2003. Person A is 
a teen-age girl and person B is a fifties-age man. The watching 
history was collected by a set-top box installed in the users’ 
house, which can record login and logout time, broadcasting 
time and day, program genre, etc.  

Due to limitation of information in the data, we can 
extract only TV watching time and day for genre variable. We 
considered the watching time from 6 pm. to 12 pm. The 
watching time (WT) variable has 

weights are all ones. The accuracy is the error of the 
nded rank order compared with those of the true rank 

order in ( )sFPRi . As sliding one window at a time until arriving 
to the last window, we repeated training and calculating the 
accuracy, and then we tabulated the mean accuracies according 
to the different parameters such as M , η and δ as shown in 
Tables 2 and 3. The equation (8) is for the improvement of the 
accuracy by using our learning method, compared with no 
learning method. 

      
(%)tImprovemen

−
=

trainofAccuracytrainnoofAccuracy   (8) 

e hour, so WT can be expressed as WT = {6~7pm, 
7~8pm, …, 11~12pm}. Also, the watching day (WD) variable 
includes seven days as WD = {Monday, Tuesday, …, Sunday}. 
The genre (G) includes eight attributes as G = {Education, 
Drama&Movie, News, Sports, Children, Entertainment, 
Information, Etc.}. The states in WT and WD can be considered 
as evidences (E) for estimating the conditional probabilities of 
the attributes so there are 48 evidences obtained from the 
combination of the elements in WT and WD. If there is any 
missing week, the window of the week was replaced with the 
next week. We trained and plotted the weight curves and 
learning curves for 3=M  ( ( )41α , ( )42α , ( )43α ) and then for 
two windows 2=M  ( ( )51α , ( )52α ), obtained by eliminating 
the first window from the three windows. The learning 
parameters are 0= 1.η  and e  =  F igure 5, poch  300. rom F ( )51α  
of 2=M and ( )52α  

d
re t

of M = 2 have a similar tracing behavior 
with ( )42α  of 3=M and ( )43α  of 3=M , respectively, as we 
expected. In Figure 6, both windows converge to the same value 
of the  so th undant window does not affect the learning 
proces om F  5, 6, eal w  number 

MI
s. Fr

e re
igu he id indow M is when 

in ( )sOPRi . 
no missing attributes as well as no redundant window exists 

100
   

×
trainnoofAccuracy

 two 
From the tables, it is shown that the performances of our 
learning method are better than no learning method for the
persons, regardless of values of the parameters. For Person A, 
the biggest improvement we obtained is when 5=M , for 
Person B, when 3=M . 

Table 2 Accuracy comparison: Person A 
The number of windows in OPRi(  

3 δ η 
s) = M

M= M=4 M=5 
Train No train Train No train Train No train

0.01 0.9 2 2 1.05 0.96 1.12 1.03 1.2
0.1 1 05 0.89 12 0.91 21. 1. 1.

0.87 1.02 0.89 1.08 0.93 1.12 
0.1 0.85 1.02 0.83 1.08 0.85 1.12 

Overall 0.89 1.04 0.89 1.10 0.93 1.17 
ement 1  19. % 20.  

Table 3 Acc  c er  
T mb in n O ) M 
uracy omparison: P son B
he nu er of w dows i PRi(sδ η 

M=3 M=4 M=5 

0.01
0.9 2 

0.01 0.05

Improv 4.4% 1 5%



  No trainTrain No train Train No train Train
0.01 1.33 1.55 1.44 1.41 1.49 1.46
0.1 1 1 1

1.18 1.37 1.22 1.33 1.26 1.32 
0.1 1.14 1.37 1.17 1.33 1.16 1.32 

Overall 1.23 1.41 1.28 1.41 1.30 1.44 
Improve 8% 2% 9.7%ment 12.  9.   

3 pers lized EPG base on arne user
preference 

0.01 
1.26 .44 1.32 .49 1.33 .55 

0.01 0.05 

 
5. ona   d le d  

tion based on his/her preference on TV program 
genres. 

Figure 7 shows the GUI of our personalized EPG 
system. Our personalized EPG system presents to a user the 
EPG informa

 
Figure 7 GUI of a personalized EPG system 

Figure 8 shows personalized EPG’s presented for Person A an
Person B

d 
 at the time of TV turn-on.  

 
(a) Person A 

 
(b) Person B 

Figure 8 Personalized EPG’s 

Figure 9 shows the lists of recommended TV programs for 
Person A at 8 P. n a Saturday.  

 
It can be easily noticed that the recommended TV program lists 
are different because Person A and Person B are in a teen-age
and fifties-age with their own different user preferences. 
 

 
(a) Recommended programs for Person A: 8 P.M. on Saturday 

 
(b) Recommended programs for Person B: 10 P.M. on Saturday 

Figure 9 Recommended TV program lists for a 

 
6. CONCLUSIONS 

In this pa ed 
information persona igital broadcasting 
applicatio
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