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ABSTRACT

This paper describes a new approach to the segmentation
and annotation problem using Gaussian mixture model de-
scriptors. These have several advantages over conventional,
histogram-based techniques, including: a rigorous statistical
basis; the possibility of encoding spatial, colour, texture and
motion features in a unified system; and the ability to trade
off accuracy of representation against data volume. After a
brief introduction to the class of models, results are presented
to show their efficacy.

1. INTRODUCTION

The problem of segmenting and annotating digitised video
data is one which is growing as fast as the very data vol-
ume represented in digital archives. Current techniques for
addressing the problem tend to rely on manual intervention
aided by simple descriptors of colour and texture content, of-
ten based on histograms [1, 2]. It is clear that more effective
and general techniques are essential, if full use is to be made
of such archive material. It is clear that to be useful, any such
method must have a strong statistical element, but also take
account of spatial distribution.

One interesting development in recent years has been the
use of Gaussian mixture models to cope with statistical prob-
lems for which no simple parametric model exists [3, 4].
While it is well known that algorithms such as Expectation-
Maximisation can lead to effective approximations in terms of
a finite number of components, the general problem of mix-
ture modelling is difficult when the number of components
is unknown [3]. Alternatively, non-parametric methods, such
as those based on kernel density estimation, are beset by the
difficulty of choosing the right scale for the kernel.

It is shown in this paper that a suitably defined class of
Gaussian mixture models can be efficiently estimated from
image sequence data. The models incorporate both traditional
statistical and spatial information and can be efficiently esti-
mated in a Bayesian framework, using a multiresolution al-
gorithm. Hence the name multiresolution Gaussian mixture
model (MGMM). Moreover, the models are defined in a space
whose dimension reflects the inference problem, not the im-
age data: in colour images, a 5-D space is required (two spa-
tial and three colour dimensions); for inferring 3-D structure
from motion, typically nine dimensions are required (three
spatial, three colour and three motion axes). Yet the represen-
tation has no difficulty in moving seamlessly between these
spaces. A brief exposition of the models is followed by some

simple experiments, which illustrate how they may be used in
representing image sequences.

2. BACKGROUND

Three main elements dictate the form of representation called
MGMM: ability to approximate any probability density in a
space of arbitrary dimension; closure under affine motions
and a multiresolution structure, which can be used to make
computation efficient. Now, any smooth probability density
function can be approximated to an arbitrary precision by a
set of Gaussian functions: it is well known that the Gaussian
functions are a complete set on L2(R™). However, we can
easily make a stronger claim, namely that the approximation
need only involve positive coefficients in the expansion. To
this end, we state the theorem:

Theorem 1: Let f(.) : R™ — R be any nonnegative inte-
grable function on R™ with
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Then for any § > 0 there exists an approximation of f(.) by
a strictly positive sum of Gaussian functions of the form
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The other property, a crucial one for motion analysis, is the
closure of the set, G™, of n-D Gaussian functions under affine
maps A : R" — R"

AZ=Li+d (4)
where L is an invertible matrix and @ a translation. Again, it
is obvious that the action of A on G is closed, since
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But now we are in a position to prove a rather interesting
result, summarised as



Theorem 2: Let f(.) > 0 be an integrable function
f: R™ — R, asabove and let #(.) : R* — R™ be a smooth,
invertible map from R™ to itself. Then if f has an approxi-
mation as a Gaussian mixture of the form of (2), there exists

an approximation of the transformed function T f

Tf(Z) = f(E (D)) ®)

of the same form, where each Gaussian component g; is trans-
formed according to a local affine approximation of the flow
field £, both approximations having integral absolute error
less than e > 0.

The significance of the latter result should not be under-
stated: it implies that it is not necessary to recompute the
model for each frame of a sequence, but only to move the
current model to accommaodate any local motions.

3. MGMM

The key to applying these ideas is to use a sequential ap-
proach, which leads to a multiresolution tree structure: Mul-
tiresolution Gaussian mixture Modelling (MGMM). Suppose
we wish to estimate the model from some data, such as an
image or set of images. For example, a gray level image is
modelled as a set of 3-D samples from an unknown density:
2 spatial co-ordinates and the gray level (we are not simply
working with histograms or co-occurrence matrices here). If
these data are denoted X’}, 1 <4 < N, we compute the sam-
ple mean and covariance and hence infer a single multivariate
Gaussian model gx., (£ — fip), where [y, o are the sample
(Maximum Likelihood) estimates for the data. Now, if they
are sufficiently close to normal in distribution, this may model
the data adequately. If not, then we split the data into two
parts and model each part separately with one Gaussian den-
sity. This can be done using the Markov Chain Monte Carlo
(MCMC) sampling technique described in [5], which treats
the inference as one containing hidden variables, namely the
class Z; to which each data point belongs; it samples from the
posteriors for the population size, means and covariances, as-
suming conjugate priors, whose parameters are simply those
of the population as a whole. Thus the prior for the means
of the two classes are Gaussian, while the covariances are
drawn from a Wishart density and the population sizes from
a Dirichlet distribution. Sampling for (i) the hidden vari-
ables and (ii) the corresponding population densities gives es-
timates of the parameters of the two Gaussians, based on the
posterior estimates from the sampler gs; (¥—fi1;), j € [0, 1].

This gives rise to the following recursive estimation proce-
dure:

1. Select class j and test its normal density approximation
for ‘goodness-of-fit’. If the fit is adequate, terminate,
else

2. (a) Split class j into two components: class j0 and
class j1, by sampling the hidden variables Z;;,1 <
i < Nj.
(b) Obtain a Bayesian estimate of the class means and
covariances by sampling from the posteriors, given
the prior gx, (& — ji;).

Thus, given an appropriate measure of ‘goodness-of-fit’, a
tree of Gaussians of decreasing variance is obtained, which
has the property of approximating the density of the data to a
prescribed accuracy, or to the extent which the data support.
The question of goodness of fit is not trivial, but a simple rule
is to add a fixed penalty for each split, since it increases the
complexity of the description by a fixed number of parame-
ters, giving the rule
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where v > 0 depends on the sizes of the two sub-classes,
0; are the Gaussian parameters for the MGMM and the log-
likelihood ratio refers to the pre- and post-split mixture mod-
els. More generally, the threshold should be a function of the
population sizes, cf. [3].

An alternative view of the MGMM description is as a
patchwork of affine models, each leaf node being the result
of a linear regression on the data [6]. For example, in the
case of a gray level image, the MGMM description gives for
each class a Gaussian model, which is directly related to a
least-squares approximation of the form

2i(%) = Ai(T — 5) + 2i0 + vi(T) (10)
where z;(.) is the gray level as a function of the spatial coor-
dinate & for the ith class and v;(.) is the residual. The matrix
A; is easily found from the covariance matrix X; for that class
and Z;, z;o from the mean.

Once a GMM has been built for a given scene, then it can
be ‘moved’, as per Theorem 2, giving a motion-compensated
(M-C) GMM. Indeed, if the motion field is included in the
description, then we automatically get the affine approxima-
tion to the field associated with each mixture component as
part of the model, via the regression in (10) above. Further-
more, motion is itself a good feature for segmentation, which
helps to guide the building of the tree and identify signifi-
cant changes in a dynamic scene. When the moved model
no longer represents the data adequately, the likelihood will
decrease significantly, indicating a change of scene.

4. EXPERIMENTS

These ideas are illustrated using three frames from a 256 x
256 pixel, grey level version of the Miss America sequence.
In these examples, we use frame 15 of the sequence, along
with an interframe motion estimate, to build a 5-D GMM.
In other words, two spatial co-ordinates, two motion com-
ponents and the grey level are used in the model. Although
the multiresolution motion estimator yields estimates at full
image resolution, its representation by Gaussian components
constrains the local estimates to be affine. The GMM’s in
each case contained 24 components at leaf level, giving a
representation of the data by a total of 480 parameters. The
corresponding reconstructions are shown alongside the orig-
inal images in Figure 1(a)-(d). Reconstruction PSNR’s are
summarised in Table 1, which shows that excellent recon-
structions can be obtained from the GMM representation,



given knowledge of the classifications. In order to recon-
struct frame 16, the estimated motions, obtained directly from
each Gaussian component, were applied to that component
in the model; the target image was then classified using the
model and reconstructed using the least-squares linear fit, as
in equation (10). The consistent and relatively high PSNR’s,
of around 30dB, show that the model does capture signifi-
cant structure in the images. Of course, this does not imply
a miraculous data compression: the reconstruction requires
classification of pixels,

Also shown in Table 1 are the PSNR’s obtained by frame
differencing (FD), with and without motion compensation,
demonstrating that the motion estimator is quite effective,
even when movements are large. An important feature of the
GMM approach is that it is also possible to measure model
fit in terms of likelihood: how likely is the image, given the
model? The likelihoods for the two images, based on the mo-
tion compensated GMM, are also given in Table 1. These
show that the model does a good job of approximating the
data, when motion is taken into account.

In the second experiment, frame 99 was selected, as hav-
ing a large displacement relative to frame 15. The motion
compensated GMM again does a good job of reconstruction,
as can be seen from Figure 1(e)-(f) and row 3 of Table 1.
More interestingly, if the scene is altered by adding a large
white square to the frame, the motion compensated GMM can
still capture the image well, but the likelihood decreases quite
dramatically, indicating that the square is a long way from
the centroid of the component which is representing it. This
shows that the GMM approach can express scene changes in
a far more revealing way than simple measures, such as aver-
age squared error, with or without motion compensation.

5. CONCLUSIONS

A new approach to video sequence segmentation and anno-
tation, based on Gaussian mixture modelling, has been pre-
sented. The new method represents a significant improve-
ment over conventional techniques, in that it captures both
statistical and spatial aspects of an image and is able to deal
effectively with motion.

While there are many problems yet to be solved, this is a
promising approach to a difficult, but important problem in
image sequence representation. Future plans include using
colour and texture information into the model, as well as ex-
ploring other measures of goodness of fit, such as the Bayes
Factor.
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Frame Frame Diff. PSNR (dB) | M-C FD PSNR (dB) | GMM PSNR (dB) | GMM Log-likelihood
15 - - 31 -10496
16 34 34 32 -9775
99 18 27 29 -12050
99 with square 13 13 19 -12087

Table 1. PSNR and likelihood figures for frames 15, 16 and 99 of the Miss America sequence, and an artificially produced
scene change.

(b) GMM Reconstruction.

(d) M-C GMM Reconstruction.

(f) M-C GMM Reconstruction.

(g) Frame 99 with square.  (h) M-C GMM Reconstruction.

Fig. 1. Reconstruction of frames 16 and 99 from motion compensated GMM of frame 15.



	Index
	WIAMIS 2004 Home Page
	Conference Info
	Chairman Message
	Program Committee
	Reviewing Committee
	Sponsors
	Welcome to Lisboa
	Workshop Venue
	Social Activities
	On-Site Activities
	Journal Special Issues

	Sessions
	Wednesday 21.4.2004
	WedAmPS1-Invited: Advances on Facial Recognition
	WedAmOR1-Oral 1 - Facial Analysis and Recognition
	WedAmPO1-Poster 1 - Facial Analysis Tools
	WedAmPO2-Poster 2 - Error Resilience and Rate Control
	WedPmOR1-Oral 2 - Watermarking
	WedPmSS1-Panel: Facial Analysis: Tools and Applications
	WedPmPO1-Poster 3 - Data Hiding and Protection
	WedPmPO2-Poster 4 - Analysis for Surveillance

	Thursday 22.4.2004
	ThuAmPS1-Invited: Analysis for Content Protection
	ThuAmOR1-Oral 3 - Segmentation
	ThuAmSS1-Semantic-based Multimedia Analysis and Access  ...
	ThuAmPO1-Poster 5 - Indexing and Retrieval
	ThuAmPO2-Poster 6 - Quality Evaluation
	ThuAmSS2-Semantic-based Multimedia Analysis and Access  ...
	ThuPmOR1-Oral 4 - Indexing and Retrieval
	ThuPmSS1-Panel: Segmentation and Indexing: Where are we ...
	ThuPmPO1-Poster 7 - Detection and Tracking
	ThuPmPO2-Poster 8 - Extraction, Structuring and Classif ...

	Friday 23.4.2004
	FriAmPS1-Invited: Recent Advances on Video Coding
	FriAmOR1-Oral 5 - Content Adaptation
	FriAmPO1-Poster 9 - Scalability, Transcoding and Transm ...
	FriAmPO2-Poster 10 - Image and Video Coding
	FriPmOR1-Oral 6 - Object Detection and Tracking
	FriPmSS1-Panel: Image and Video Analysis: Trends and Ch ...
	FriPmPO1-Poster 11 - Applications
	FriPmPO2-Poster 12 - Personalization


	Authors
	All Authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	V
	W
	X
	Y
	Z

	Papers
	All Papers
	Papers by Sessions
	Papers by Topics

	Topics
	Multimedia content analysis and understanding
	Content generation and manipulation
	Content-based browsing, indexing and retrieval of image ...
	2D/3D feature extraction
	Advanced descriptors and similarity metrics for audio a ...
	Relevance feedback and learning systems
	Supervised and unsupervised segmentation of objects in  ...
	Identification and tracking of regions in scenes
	Voice/audio assisted video segmentation
	Analysis for coding efficiency and increased error resi ...
	Analysis and understanding tools for content adaptation
	Multimedia content adaptation tools, transcoding and tr ...
	Content summarization and personalization strategies
	Data hiding and copyright protection of multimedia cont ...
	Semantic mapping and ontologies
	Multimedia analysis for advanced applications
	Multimedia analysis for surveillance, broadcasting, mob ...
	Multimedia analysis hardware and middleware

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using Acrobat Reader
	Configurations and Limitations

	Current paper
	Presentation session
	Abstract
	Authors
	Roland Wilson



