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ABSTRACT-

This paper describes an approach for structuring and trans-
mitting a sequence of variable length codewords in order to
allow for a robust and progressive transmission over noisy
channels. The dependencies within the resulting bitstream
can be easily modeled with a stochastic automaton leading
naturally to efficient soft decoding techniques with a com-
plexity comparable to the complexity obtained with classi-
cal bitstream structures. Simulation results reveal, with both
theoretical sources and real images, high performances in
terms of symbol error rates and mean square reconstruction
error at no cost in compression efficiency with both hard
and soft decoding.

1. INTRODUCTION

Entropy coding, producing variable length codewords,
is a core component of any data compression scheme.
The main drawback of VLCs is their high sensitivity to
channel noise: when some bits are altered by the channel,
synchronization losses can occur at the receiver, the position
of symbol boundaries are not properly estimated, leading to
dramatic symbol error rates. This phenomenon has motivat-
ed studies of the synchronization capability of VLCs as well
as the design of codes with better synchronization properties
[1]. Reversible VLCs [2][3], have also been designed to
fight against de-synchronizations. Soft VLC decoding ideas,
exploiting residual source redundancy have also been shown
to reduce the “de-synchronization” effect hence decrease
the residual symbol error rates [4][5][6][7].

For a given number of source symbols, the number of
bits produced by a VLC coder is a random variable. The
decoding problem is then to properly segment the noisy
bitstream into measures on symbols and estimate the sym-
bols from the noisy sequence of bits (or measurements) that
is received. This segmentation problem can be addressed
by introducing a-priori information in the bitstream, taking
often the form of synchronization patterns. This a-priori
information is then exploited as constraints by the decoding
process. One can alternately, by a proper structuring of the
bitstream, reveal and exploit constraints on some bit posi-
tions. This idea is applied in [8] to blocks within an image.
A structure of fixed length size slots inherently creates hard

synchronization points in the bitstream. The principle can
be applied directly on a symbol (hence codeword) basis.
The principle can however be pushed further in order to
optimize criteria of resilience, computing complexity and
progressivity.

In this paper, given a VLC, we focus on the design of a
transmission scheme of the variable length codewords in
order to achieve low SER (symbol error rate) and high
SNR performances in presence of transmission errors. The
process for constructing the bitstream is regarded as a
dynamic bit mapping ϕ between an intermediate binary
representation B of the sequence of symbols and the
bitstream E that will be transmitted on the channel. The
intermediate representation is obtained by the codeword
assignment to the different symbols. The decoder pro-
ceeds similarly with a bit mapping ψ, which in presence
of transmission noise, may not be the inverse of the
mapping ϕ. Maximum error resilience is achieved when
the highest number of bit mappings are deterministic or
have the highest confidence measure. A so-called constant
mapping defining some hard synchronization points in the
bitstream, which are independent of the source realization,
is described. The bitstream structure allows for significant
improvements in terms of SER and SNR performances with
respect to classical transmission scheme where the variable
length codewords are concatenated even with hard decoding
techniques. The performances can be further improved by
using soft decoding algorithms, e.g. by using the BCJR [9]
algorithm with MPM (Maximum of Posterior Marginals)
or MMSE (Minimum Mean square Error) criteria when
targeting respectively SER and SNR performances. The
bitstream structure is also amenable to progressive decoding
using either a decoding method computing the expectation
of the symbols given the set of received bits or the BCJR
decoding algorithm. When the BCJR algorithm is used, the
probabilities of the transitions on the trellis that correspond
to non-received bits are simply set to the posterior marginals
of the corresponding bits which turn out to be close to 1

2
1.

In other words, the bits are considered as non informative.
The results with both theoretical sources and real images
show that the bitstream structure allows for significant SER

1The posterior marginals of the bits will be equal to 1
2

if the minimum
description length (mdl) of the VLC is very close to the entropy of the
source



and SNR improvement in presence of transmission errors
with respect to classical bitstream structures. The soft-
decision decoding results turn out also to be higher than
those obtained in [4], with the same decoding complexity.

2. PROBLEM STATEMENT AND NOTATIONS
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Fig. 1. Decomposition of VLC coding process.

Let S = (S1, . . . St, . . . SK) be a sequence of source
symbols taking their values in a finite alphabet A com-
posed of Ω symbols, A = {a1, . . . ai, . . . aΩ}. Let
C={c1, . . . , ci, . . . cΩ} be a binary variable length code
designed for this alphabet, according to its stationary prob-
ability µ. The length of the codeword ci is denoted li and
its lth bit is denoted ci(l). The sequence of symbols S is
first converted into a sequence of bits, referred to as the
intermediate representation,

B =





B
1
1 B

1
K... ; . . . ;

...
B

L(S1)
1 B

L(SK)
K



 . (1)

The term L(SK) represents the length of the codeword as-
sociated to the realization sk of the symbol Sk. In classical
compression systems, the sequence of codewords produced
would be transmitted sequentially, forming a concatenated
bitstream. In the sequel, the emitted bitstream is denoted
E = E1 . . . EKE

and the received sequence of noisy bits
is denoted Ê = Ê1 . . . ÊKE

. Similarly, the decoded noisy
intermediate representation is referred to as B̂.

We consider the general framework depicted in Fig. 1,
where the coding process is decomposed into two steps:
codeword assignment (CA) and bitstream construction (BC).
The algorithm which constructs the bitstream E from the
intermediate binary representation B of the sequence of
symbols is denoted M. Note that the length KE of the
constructed bitstream E, which does not depend on the
algorithm used, is assumed to be known. Assuming that
the first step has been performed (C is supposed to be
known), we focus on the problem of designing algorithms
M that will satisfy various properties of resiliency and
progressivity.

3. NOTION OF MAPPING

The algorithm M can be regarded as a dynamic bit
mapping between B and E. This mapping, referred to as
ϕ, depends on the realization b of B, and is defined on
the set I of tuples (t, l) that parses B, denoted I(B) =

{(t, l) / 1 ≤ t ≤ K, 1 ≤ l ≤ L(St)}, as

I(B) → [1..KE ]
(t, l) → ϕ(t, l) = n

(2)

Similarly, the decoding algorithm proceeds with a bit map-
ping between the received bitstream Ê and an intermediate
representation B̂ of the received sequence of codewords.
This mapping, referred to as ψ, depends on the noisy
realization b̂ of B̂ and is defined as

[1..KE ] → I(B̂)
n → ψ(n) = (t, l)

(3)

where the set I(B̂), in presence of bit errors, may not
be equal to I(B). The composed function π = ψ oϕ is
a dynamic mapping function from I(B) into I(B̂). An
element is decoded in the correct position if and only if
π( (t, l) ) = (t, l).

3.1. Notion of constant submapping

The bitstream can be seen as constructed from the in-
termediate binary representation by using a set of mapping
functions. The error resilience depends on the capability,
in presence of channel errors, to map a bitstream element
of Ê to the correct position in the decoded intermediate
representation.

Definition 1: an element index (t, l) is said to be constant
by π = ψ oϕ, iff n = ϕ(t, l) does not depend on the
realization b. Similarly, the bitstream index n is also said
to be constant.

Let IC denote the set of constant indexes. The restriction
ϕC of ϕ to this subset and its inverse ψC = ϕ−1

C are also
said to be constant. Such constant submappings can not be
altered by channel noise: ∀ b̂, (t, l) ∈ IC ⇒ π(t, l) = (t, l).
Let h−C denote the length of the shortest codeword of the
codetree. Since for each realization b, IC ⊆ I(b), we
deduce that if πC is a constant submapping, then IC ⊆
[1..K]× [1..h−C ].

3.2. Construction of constant submappings

We focus here on the design of error resilient transmis-
sion schemes, i.e. on the identification of a submapping
πC of the mapping π that would be constant, i.e., such
that IC = [1..K] × [1..h−C ]. Given a code C, the constant
submapping defines a set of “hard” synchronization points.
Notice first that a variable length codetree comprises a
section of a fixed length equal to the minimum length
of a codeword denoted h−C , followed by a variable length
section. A constant mapping can thus be defined as the
composition of functions ϕC : [1..K]×[1..h−C ] → [1..Kh−C ]
and ψC = ϕ−1

C defined such that

(t, l) → ϕC(t, l) = (l − 1)K + t (4)

The bits which do not belong to the definition set of this
constant submapping are then simply concatenated.



Example: let A={a1, a2, a3} be the alphabet of the
source Ŝ with the stationary probabilities given by µ1=0.50,
µ2=0.25 and µ3=0.25. The corresponding Huffman code is
C1={0, 10, 11} and to the source realization ŝ = 0 1 2 0 1 0,
one can associate the intermediate representation and
mapping ϕ: which finally lead to the emitted bitstream
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e=011010010. Note that the set IC of constant indexes is
the set [1; 6] × [1; 1].

In contrast with classical transmission schemes where
the codewords are concatenated, error propagation will only
take place on the tuples (t, l) which do not belong to IC .
The above mapping amounts to transmit the fixed length
section of the codewords bit plane per bit plane. Hence, for
a Huffman tree, the most frequent symbols will not suffer
from de-synchronization. This layered bitstream structure is
well suited for unequal error protection. The code C should
hence be designed so that most of the signal energy is
concentrated on the fixed length section of the codetree.
In contrast with EREC, encoding and hard decoding can
be processed with linear complexity in O(K) where K is
the length of the sequence of symbols. Moreover, the bit-
stream structure is amenable to soft-decision decoding using
Bayesian estimation principles: the state model proposed in
[10] can be applied with few modifications, as we will see
in section 4.

4. SOFT-DECISION DECODING

Trellis-based soft-decision decoding techniques making
use of Bayesian estimators can be used to further improve
the decoding SER and SNR performances. Assuming that
the sequence Ŝ can be modeled as a Markov process,
MAP, MPM or MMSE estimators, using e.g. the BCJR
algorithm [9], can be run on the trellis representation of
this source model [6]. Every path of this trellis corresponds
to a sequence that the source could have emitted. This trellis
is indexed by symbol clock t and a clock n′ that denotes
the number of bits used to encode the t first symbols.
Thus, n′ =

∑t

t′=1 l(st′). Notice that, if the BC is the
concatenation of codewords, then n′=n, where n is the
current bit position in the bitstream e. Using a BC that
relies on a constant mapping, as proposed in 3-2, we have
to distinguish those values and their respective random
variables N ′

t and Nt.
In order to take into account the Markovian property of

the source, we have several states for a given couple (t, n′).
Thus, for a given symbol clock t, a state of the trellis is
fully indexed by the couple (ai, n

′). The BCJR algorithm
proceeds with the estimation of the probabilities P(St =
ai|Ê1; . . . ÊKE

), knowing

• the Markov source transitions probabilities, i.e., νi,i′ =
P(St = ai|St−1 = ai′),

• The channel transition probabilities P(Ên = ên|En =
en), assumed to follow a discrete memoryless channel
(DMC) model.

Using similar notations as in [9], the estimation proceeds
with forward and backward recursive computations of the
quantities

αt(ai, n
′) = P(St = ai;N

′
t = n′; (êϕ(t′,l))),

with 1 ≤ t′ ≤ t, 1 ≤ l ≤ L(st′)

βt(ai, n
′) = P((êϕ(t′,l))|St = ai;N

′
t = n′),

with t+ 1 ≤ t′ ≤ K, 1 ≤ l ≤ L(st′)

γt(ai2 , n
′
2, ai1 , n

′
1) = P(St = ai1 ;N

′
t = n′

1; (êϕ(t,l))1≤l≤li1
|

St−1 = ai2 ;N
′
t−1 = n′

2)

= δn1−n2−li1
νi1,i2

∏li1
l=1 p(êϕ(t,l)|ci1(l))

(5)

Notice that only the processing of γ is modified by the
choice of the constant mapping instead of the concatenation
of codewords. Thus, for the concatenated mapping, we have
ϕ(t, l) = n′

2 + i. For the constant mapping, we have

ϕ(t, l) = (l − 1) ∗K + t if l <= h−C
= (K − t)h−C + n′

2 + l otherwise
(6)

The quantities αt(ai, n
′) and βt(ai, n

′) being computed,
the BCJR algorithm can then proceed with the estimation
of P(N ′

t = n′;St = ai) ∝ λt(ai, n
′) = αt(ai, n

′)βt(ai, n
′)

and the subsequent marginal probabilities P(St = ai). The
MPM and MMSE estimators S̃t and St are then derived as

S̃t = argmax
ai∈A

P(St = ai) (7)

St =
∑

ai∈A

aiP(St = ai) (8)

5. PROGRESSIVE DECODING

VLC codewords can be decoded progressively by regard-
ing the bit generated by the transitions at a given level of
the codetree as a bit-plane or a layer. Let us assume that
the first l bits of a codeword have been received. They
correspond to an internal node nj on the codetree. Let
Lj and µ̃j =

∑

ni ∈Lj
µi respectively denote the leaves

deduced from nj and the probability associated to the node
nj . Then the reconstruction value s̃j is given by

s̃j =
1

µ̃j

∑

ni ∈Lj

µi si (9)

The mean square error associated to this reconstruction is
given by the variance of the source knowing the first bits.

The BCJR can also be applied on the truncated bitstream
to compute an MMSE estimation of the received sequence,
by setting the transitions on the trellis that correspond to
the non-received bits to their posterior marginals or to an
approximated value of 1

2 .
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6. SIMULATION RESULTS

The performance of the bitstream construction algorithm
has been evaluated both in terms of SER and SNR with
a normal distributed source of correlation ρ = 0.5, u-
niformly quantized on 8 values between -3 and +3. We
have considered sequences of 100 symbols. The results
are averaged over 10000 significant channel and source
realizations. Fig. 2 and Fig. 3 respectively show the SER
and the SNR obtained with the bitstream construction in
comparison with the concatenated structure, for channel
error rates going from 10−4 to 2.10−1. Note that the
Huffman code used in the simulations is not optimal for
MMSE reconstruction: SNR Performances can be further
improved if the code is designed such that the bit transitions
mapped in deterministic positions bear most of the signal
energy.

7. APPLICATION TO IMAGE TRANSMISSION OVER

NOISY CHANNELS

The approach has been experimented with real sources.
We have considered a simple image coding system where
the image is first decomposed into 10 subbands using a
three-stage wavelet transform. The low and high frequency
subbands have been quantized with a uniform quantizer.
Hard synchronization points are provided every 4096 sam-
ples. We have used a Huffman code, optimized so that

concatenation (17.23 dB) constant mapping (22.28 dB)

Fig. 4. Image transmission scheme on BSC with BER=0.005, hard
decoding.

most of the signal energy is located in the fixed part of
the codetree. Fig. 4 illustrates the visual improvement with
respect to classical bitstream structures (hard decoding has
been used in this test). The impact of potential desynchro-
nizations is limited to bits bearing a low amount of signal
energy.

8. CONCLUSION

In this paper, we have described a bitstream construction
method allowing for error-resilient and progressive trans-
mission of VLC-encoded sources over noisy channels. Note
that the bitstream construction directly applies to reversible
VLC while preserving the forward/backward decoding ca-
pability. Dependencies within the bitstream can be easily
modelled by a stochastic automaton on which Bayesian
estimation techniques apply directly, leading to high SER
and SNR performances.
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