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ABSTRACT

We study different skin colour models and analysis the facial tex-
ture based on edge distribution to automatically detect and locate
human faces in natural scene images. First colour segmentation is
performed to obtain face candidates of an input image. Then the
resulted binary image is grouped into clusters of connected pixels.
Edge distribution is computed from each cluster and a SVM face
classifier is trained for face detection. The experimental results
show that the combination of skin segmentation and of edge distri-
bution in detecting faces of various poses is efficient and effective.

1. INTRODUCTION

Face detection is currently a very active research area and the tech-
nology has come a long way since the survey of Chellappa et al.
[6]. The main challenge in face detection is that human faces
are highly dynamic and non–rigid objects. Moreover, different
face poses, facial expressions and occlusions in images make the
problem even more complex, if not unsolvable. To detect face, it
means to local human faces in an image regardless of their loca-
tions, poses, scales and resolutions and lighting conditions. There
are mainly two different approaches to face detection in the lit-
erature: feature–based approach that extracts facial components
such as eyes, nose and mouth as cues to deduce the existence of
a face; and the image–based approach that treats face detection as
a recognition problem by training and learning. In the last couple
of years, the image–based approach has shown great advances in
algorithms and been proved to be very effective in dealing with
complex environments such as low quality gray–scale images and
cluttered backgrounds. However, some of the best algorithms are
still too computationally expensive to be applicable for real–time
processing [2].

To implement an efficient automatic face recognition system,
the techniques used to detect and locate face in a scene have to
be robust and with low system latency. Colour is a very powerful
fundamental cue that can be used as the first step since colour seg-
mentation is computational fast and relatively robust to changes in
scale, in viewpoint and to shading. However, other low–level fea-
tures are also necessary in order to discriminate true face regions
from other face candidates. In this paper, we use a two–stage strat-
egy for face detection in colour images. First, we use our prior
knowledge on human skin colour to reduce the searching space for
a face candidate. Then we train a face classifier by using SVM to
detect the existence of a face. This paper organised as follows: in

Section 2 a brief description on skin-colour segmentation is intro-
duced. Section 3 presents the general theory of SVM and the facial
features we used. Experimental results are given in Section 4 and
follows with conclusion in Section 5.

2. SKIN COLOUR SEGMENTATION

The objective of skin modelling is to find a decision rule that could
discriminate between skin and non–skin pixels. Although differ-
ent models have been explored in the literature, most skin detec-
tion models use their own, publicly unavailable datasets, and in
consequence it is difficult to evaluate the performance of different
models. To have a fair comparison between different skin models,
we studied four different skin detectors described in [8] and tested
their performances under same conditions.

2.1. Explicitly Thresholding

The most easy way to build a skin classifier is to use explicit rule
based on prior knowledge of human skin. The advantages of this
method are its simplicity and fast. For normalized RGB colour
space, we classify a pixel as skin pixel if it satisfies the following
conditions:

R > 95, G > 40, B > 20, |R−G| > 15, R > G,
R > B, and max{R, G, B} −min{R, G, B} > 15.

(1)

2.2. Bayes classifier

For Bayes classifier, we compute the probabilityP (skin|c) of ob-
serving a skin pixel given a concrete colour valuec based on a con-
ditional probabilityP (c|skin) – a probability of observing colour
c, knowing that it is a skin pixel. By using the Bayes rule, we can
compute this probability as:

P (skin|c) =
P (c|skin)P (skin)

P (c|skin)P (skin) + P (c|¬skin)P (¬skin)
.

(2)
TheP (c|skin) andP (c|¬skin) are directly computed from

the sample population, whilst the prior probabilitiesP (skin) and
P (¬skin) are estimated from the overall number of skin and non–
skin samples in the training set. From the above equation, the ratio
of P (skin|c) andP (¬skin|c) can be written as:

P (skin|c)
P (¬skin|c) =

P (c|skin)P (skin)

P (c|¬skin)P (¬skin)
. (3)



Comparing this ratio to a thresholdΘ gives the skin/non–skin de-
cision rule, which after some manipulations can be rewritten as:

P (c|skin)

P (c|¬skin)
> Θ. (4)

2.3. Gaussian Modeling

For a single Gaussian, the skin colour distribution can be mod-
elled by a Gaussian joint probability density function (pdf) which
is defined as:

P (c|skin) =
1

2π|Σs|1/2
e−

1
2 (c−µs)T Σ−1

s (c−µs) (5)

wherec is a colour vector andµs andΣs are the mean vector and
covariance matrix respectively. The probabilityP (c|skin) can be
used directly as a measure of how likely a colour belongs to skin
colour. For more complex skin distributions, the Gaussian mixture
model (GMM) can be used, in which case the pdf is given by:

P (c|skin) =

k∑
i=1

πiPi(c|skin) (6)

wherek is the number of mixture components,πi are the mixing
parameters andπiPi(c|skin) are each single Gaussian in the mix-
ture model. The model parameters can be estimated by using the
EM algorithm [4].

2.4. Elliptic Boundary Model

More recently, Lee and Yoo [5] argued that Gaussian model is
not well enough to approximate the skin distribution because of
the asymmetry of the skin cluster with respect to its density peak.
They proposed an elliptical boundary model based on their obser-
vations that the skin cluster in approximately elliptic in shape. The
elliptical boundary model is defined as:

Φ(c) = (c− φ)T Λ−1(c− φ) (7)

where the model parameters are estimated by as follows:

φ =
1

n

n∑
i=1

ci; Λ =
1

N

∑
i=1

nfi(ci − µ)(ci − µ)T (8)

µ =
1

N

∑
i=1

nfici; N =
∑
i=1

nfi. (9)

wheren is the number of distinctive training colour vectorsci of
the training skin pixels,N is the total number of samples, andfi is
the number of skin samples of colour vectorci. It should be noted
thatn not equalsN . A pixel is classified as skin pixel ifΦ(c) < θ,
whereθ is a threshold value.

For skin colour segmentation, we quantise ther andg colour
components into100 × 100 of binary value 0 or 1 in the nor-
malised RGB colour space in which 1 corresponds to skin colour
and 0 non-skin colour. 651,690 skin pixel samples and 4,325,376
of non–skin pixels have been collected as our training samples.
In order to gather enough skin samples, we cropped face regions
from images in Corel collection and images obtained from Inter-
net with different lighting conditions and resolutions. Another
431,308 skin pixels and 3,342,356 non–skin pixels are collected
in similar way as our testing set.

To our surprise as depicted in Table 1, the non–parametric
models (empirically thresholding and Bayes SPM) are outperformed
than parametric models (Gaussian mixture model and elliptical
boundary model). Among them, the Bayes SPM performs best
and follows by empriically thresholding. Although Gaussian mix-
tures and elliptical boundary model have high true positive, they
come with high false positive as well. Once the potential skin re-
gions have been detected, we apply3 × 3 and5 × 5 median fil-
ter to eliminate noises. Then the connected component algorithm
in 8-connectivity is applied and regions smaller than a predefined
threshold (area size of 30 pixels) are removed. Finally, holes in the
regions are filled to produce a smoothly connected binary image.
Once the image has been processed, it is passed to the face classi-
fier for face detection. Fig. 1 shows the framework of the whole
system.

Method True Positive False Positive
Empirically Thresholding 92.1% 15.55%
Bayes classifier 89.83% 7.6%
Gaussian Mixture model 92.12% 24.84%
Elliptical boundary model 90.34% 39.54%

Table 1. Performance of different skin detection models

Fig. 1. From left to right and top to bottom are the original colour
image, the binary segmented image, result of post–processed bi-
nary skin map and the detected faces, each bounded by a rectangle.

3. FACE DETECTION WITH SVM

Unlike many approaches that model the intensity level appearance
of face by using exhaustive window searching, we looks for more
computationally efficient approach. We extract the edge direc-
tional histogram (EDH) from face region to model the edge ori-
entation distribution of face appearance. The edge information is
extracted by using the Sobel operator from a 2–D array of pix-
els I(x, y). The convolution of images with the two filter masks
produce two edge mapsGx(x, y) andGy(x, y) along thex andy
direction respectively:

Gx(x, y) = Kx ∗ I(x, y) Gy(x, y) = Ky ∗ I(x, y) (10)



Fig. 2. Results of face detection.

whereKx andKy are the two Sobel filter masks. The edge direc-
tional informationΦ(x, y) is obtained by:

Φ(x, y) = arctan(
Gy(x, y)

Gx(x, y)
) +

π

2
. (11)

The edge direction takes value from 0 to2π but we quantized the
value to 36 levels to produce a 36-bins EDH. By mapping the edge
map with the binary map obtained from skin detection, the EDH
is computed for each region and normalized with respect to the
region area so that a feature vector of 36 values is obtained and
used for classification.

After all the pre–processing steps, we employ the support vec-
tor machine (SVM) for training and classification. SVM is a max-
imum margin classification tool based on structural risk minimiza-
tion principle [1]. The goal of SVM is to produce a model which
predicts target class value of data instances in the testing set. Given
a set of labelled pairs of training instances(xi, yi), i = 1, . . . m
wherexi ∈ Rn, y ∈ 1,−1 andm is the number of samples, and
a kernel functionK(xi, xj), the SVM is formed as solving the



following optimization problem:

α = arg min 1
2

∑m
i=1

∑m
j=1 αiαjyiyjK(xi, xj)−

∑m
i=1 αi

subject to

{
0 ≤ αi ≤ C, i = 1, . . . m∑m

i=1 αiyi = 0
(12)

whereC is the penalty parameter of the error term andαi are the
support vectors. The classifier is given by:

f(x) = sign(
∑
xi∈α

αiyiK(xi, x) + b) (13)

b =
1

2

∑
xi∈α

αiyi[K(xr, xi) + K(xs, xi)] (14)

wherexr andxs are different types of support vectors [7]. The
SVM maps the training vectorsxi into a higher dimensional space
by the kernel function and then finds a linear separating hyperplane
with the maximal margin in this higher dimensional space. The
four basic kernels are:

• linear:K(xi, xj) = xT
i xj

• polynomial:K(xi, xj) = (γxT
i xj + r)d, γ > 0

• radial basis function (RBF):K(xi, xj) = exp(−γ‖xi −
xj‖2), γ > 0

• sigmoid:K(xi, xj) = tanh(γxT
i xj + r)

whereγ, r, andd are all kernel parameters.

4. EXPERIMENTAL RESULTS

Two tests are performed to evaluate the system performance. The
first experiment is to test whether the EDH could well discriminate
the face class from other non–face classes by using the FERET
dataset. The FERET dataset contains 400 face images captured
from 40 people while each subject have 10 images from different
orientations. Feature vectors are extracted according to the proce-
dures described before and SVM is trained for classification. We
first train an initial face classifier from 200 face images picked
randomly from the FERET dataset together with 100 randomly
selected non–face images. Then by using the bootstrapping algo-
rithm [3] we obtain another 200 non–face training samples and
retrain our face classifier. We use the rest 200 FERET images
and 300 non–face images that different from the training set for
our first test. The RBF kernel with parametersγ = 2000 and
C = 100 gives the best performance in which the recognition rates
are 92.6% and 90.5% for the training and testing sets respectively.
The result suggests that the human face occupies a tight cluster of
edge distribution in the feature space which could be discriminated
from other classes.

In the second experiment, the system is tested on real pho-
tos. Unfortunately, we have difficulties in collecting enough colour
face images since most of the datasets are not publicly available.
We cropped 80 face samples from Corel images with 200 FERET
face images and 400 non–face samples to train the SVM classi-
fier with the same procedures described before. 185 test images
of various types are collected which contains 322 faces in total.
86.33% detection rate is achieved with 71 false detection. Most of
the missed detection are due to the misclassification of skin pixels
and occasionally face regions are too small and hence are elim-
inated during the post–processing step. The misclassification of
skin pixels are mainly because of these pixels are exposed to too
much light or are under shadows. Sometimes the face regions are

connected to non–face regions caused by partial occlusions which
change the edge distributions significantly and make the detection
fails.

5. CONCLUSION

In this paper we propose a method of face detection by combin-
ing skin colour segmentation and learning the edge distribution of
faces. Since most of the non–face candidates are filtered by the
skin segmentation, the face detection procedure is greatly speed
up. The preliminary results are very encouraging. However, two
main errors have been encountered in this study. First, the robust-
ness of skin segmentation has to be improved to tolerate larger
variations of illumination changes. Second, misclassification is
caused by partial occlusions that divided face into separate clusters
or other objects connected to face which changes the edge distri-
butions significantly. To tackle this problem, we plan to include
split and merge algorithm into the skin segmentation step and train
the classifier with bigger dataset with more side–view faces to in-
crease the generalisation capacity of our algorithm.
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